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Abstract in English

The thesis examines dynamic processes in audifatfas perception by human
listeners. In order to elucidate how temporal apdtial relationships between stimuli
can influence the human ability to localize souralirses, it focuses on a new
phenomenon referred to as “contextual plasticityhis phenomenon shows that
performance in a simple task of localizing a singleet can depend on the context in
which the task is performed. The context is represgkby an interleaved more complex
localization task, in which the target is precetbgdanother sound. We conducted two
behavioral experiments examining various spatipeets of contextual plasticity, with
the aims of understanding why this effect occurd arhat its underlying neural
representation is. We found that the context, imitexh to inducing biases in
localization, provides a more stable and more tated mapping between the locations
of responses and sound sources. This suggestdidigsters use spatial information
provided by the context in order to improve thesrfprmance in a simple localization
task. Contextual plasticity was also found to depen the spatial configuration of the
stimuli used in the experiment and in the contexiaisk. Based on the results it can be
inferred that contextual plasticity is induced atel stages of auditory processing
pathway at which spatial representation is Canelék, i.e., beyond the stage at which
binaural cues are processed and which is based aar pepresentation. A
computational model was developed to describe wbdeplastic changes. The model
assumes that the contextual stimuli induce locasds in the neural representation of
auditory space. Several variants of the model wested, differing in the assumptions
about the spatial characteristics of the neuralesgntation and interactions between its
units. The model successfully described many cheriatics of the behavioral data.
These results are important for our understandinge dynamic processes in auditory
spatial perception, which can be useful for variteehnical and medical applications

such as virtual reality, human-computer interacdod auditory prosthetics.



Abstract in Slovak

Tato praca skuma dynamické procesyudskom priestorovom sluchovom
vnimani. S cibom objasni, ako mdzucasové a priestorove tahy medzi stimulmi
ovplyvnit schopno$ lokalizacie, sa zameriava na novy jav nazvany téwtualna
plasticita“. Tento jav ukazuje, Ze schophowykonavad jednoduchu Ulohu
pozostavajucu z lokalizacie jedného l'oeého zvuku moze zavisiena kontexte,
v ktorom je tato uloha vykonavana. Kontext je reprgovany komplexnejSou
lokalizatnou ulohou, v ktorej ci®vému zvuku predchadza iny zvuk aktora je
prekladand pomedzi merania s jednoduchou lokal@a Ulohou. Vykonali sme dva
behavioralne experimenty skiimajuce rézne priestoempekty kontextuélnej plasticity,
za &elom pochopi, pre&o ktomuto javu dochadza, aakd je jeho neuralna
reprezentacia. Zistili sme, Ze kontext okrem vya@aposunov v lokalizacii zlepSuje
korelacie medzi poziciami odpovedi a zdrojov zvukiglepSuje tiez stabilitu tohto
mapovania. To nazgaje, Ze posluch# pouzivaju priestorovu informaciu poskytovanu
kontextom na zlepSenie ich vykonu v jednoduchegliakenej tlohe. Ukazalo sa tiez,
Ze kontextualna plasticita zavisi na priestorovepfiguracii stimulov pouzitych
v experimente a v kontextualnej tlohe. Z vysledi@mozné usudj Ze kontextualna
plasticita je vyvolanad v neskorSich Stadiach dr&pyacovania sluchového vnemu,
v ktorych je priestorova reprezentacia podobnaekaahskej, t.j. za Stadiom, v ktorom
sa spracovavaju binauralne parametre, a ktorélgger@ na polarnej reprezentacii. Na
popisanie pozorovanych plastickych zmien bol nawthrvypaitovy model. Model
predpoklada, Ze kontextualne stimuly vyvolavaju édloke posuny v neuralnej
reprezentacii sluchového priestoru. Testovanycho bmkekd’ko variantov modelu,
liSiacich sa v predpokladoch o priestorovej chamagtike neuralnej reprezentacie
a interakciach medzi jej jednotkami. Model Uspefupisal viacero charakteristik
behaviordlnych dat. Tieto vysledky su délezité paSe pochopenie dynamickych
procesov Vv priestorovom sluchovom vnimani, ktorézendy uzitocné pre rdzne
technické a medicinske aplikacie, ako napr. preudiinu realitu, interakciglovek -

pacita¢ a sluchova protetiku.



Declaration

| hereby declare that this thesis is my own wor# affort. Where others sources

of information have been used, they have been adkdged.

KoSice, 25. april 2013

Signature



Acknowledgement

| would like to thank my supervisor Norbert Kapfor his guidance, patience and
encouragement throughout this work. |1 would likehank also my friends and family

for help and support.



Preface

During my undergraduate studies | became interested field of cognitive
science because of its interdisciplinary naturesrgdnnecting computer science,
psychology, neuroscience and other fields | fingnesting. The choice of the topic of
my dissertation was motivated by my participationtioe research at the Laboratory of
Perception and Cognition at Technical University)KoSice, which primarily focuses on
studying how people perceive auditory space and Wwtean mechanisms underlie this
process.



Content

LISE OF FIQUIES ...ttt e e e e e e e e e e e e e e eeeeseeennnnns 9
LISt O TADIES ... e e e e e e e e e e e e e e e eeeeeeneees 12
List of Symbols and ADDreviations .............ceeeveeiiiiiiiii e 13
LIST OF TOIMS ...ttt ettt e e e e e e e e e e e e e e s e nnns 14
INEFOAUCTION ...t e e e e e e e e e e e e e s s s e e e e e e e e e e e eeeeeas 15
1 AIMS Of the STUAY ...coeeieeieii e 17
2 Theoretical background..........coooooiiiiiiiii e 18
2.1 SoUNd 10CANIZALION ....cciviiiiiiiiee et 18
2.1.1 Localization in horizontal plane: binaural cues I&Bd ILD ..................... 18
2.1.2 CoNne Of CONTUSION ...coiiiiiiiiiiiiie e eeeeee e s 19
2.1.3 Localization in vertical plane ... 19
2.1.4 DiIStanCe PerCEPLION......cccceeeeeiiiieeeeeeeemmmess s e e e e e e e e e e e e e eeeeeeeannenn s anenns 20
2.1.5 Horizontal localization in complex enviroNnMentS..........ccccceeeeeiieeeeeeennn. 20
2.1.6 Simulations of aUAITONY SPACE .......uuuuuuie et 12
2.1.7 Accuracy of sound 10Calization..............ceeeeeeieeiieie e 22
2.1.8 Neurophysiology of sound localization .......cccceevvvvvviiiiiiiiiiiiiiiee e, 23
2.2 Plasticity of sound localization............ccccccvvveeeriiiieiiiiiiiiiee e 25
2.2.1 Importance Of PIASHICILY .....uiiiiieeieee e 25
2.2.2 Studies Of PIaSHICILY ......cooiiiiiiiiiiiiit e 26
2.2.3 Temporal aspects oOf PlAStCILY .............umeememreeeiieiieeee e 0.3
2.2.4 Mechanisms of auditory localization plastiCity. cee........cvvvriiiiiiiieeeeeennnn. 31
2.3 Models of sound localization and plastiCity ..cceee.oeeeeeeieiiiiiiiiiiis 13
2.3.1 Place code MOdElS........cooo i s 32
2.3.2 Rate code MOUEIS .......cooiiiiiiiiii e 33
2.3.3 Models of plasticity in sound localization ................ccccceeeiiiiiiiieeeeeeeeee, 34
3 EXperimental Part ... s 36
G 700 R [ 01 (o To [ T 1 o RO RRR PSP 36
G 200 0t R = 7= T (o | o 11 [ IS 36
3.1.2 Contextual plasticity observed in preceding study............ccceevvvvevvvnnnns 37
3.1.3 Problems and HYPOthESES ...........uuuuuiuimmmmmmmm et 9.3

3.2 EXPErMENT L ...ttt ettt s s e e e e e e e e e e e e e e ee e bt bnnnnneaernree 44



I N Y 1< 1 To [0 F- TR 44

3.2.2 RESUIS ...t 50
3.2.3  DISCUSSION ..cceiieiiiii ittt erme e e e e e e e e e ettt e e e e e e e eneeannnes 55
3.3 EXPEIMENT 2 ...t s ettt e e e e e e e e e e e e e e e e aeae et rnnnnneenrnnnes 56
3.3 1 MELNOUS. ... e reaaae e 56
3.3.2  RESUIS .o 59
3.3.3  Summary and diSCUSSION........cceeiiiiiiiiieeeeeeeeeeeeeitivie e e e e e e eeeeesd 62
3.4 Follow-up analysis: context and accuracy of reSPeNS.........ceeeeeeeeevvveeeennnnnns 64
3.4.1 Correlation of responses with actual target [0C&HiQ.............ccevvvvvrrirnnnnnns 66
3.4.2 Standard deviations of responses on particulaetaogation.................... 69
4.3 SUMIMAIY ..ottt e et ae e e nm e e e et eeta e e e e eeetaa e e e eaeesnnn e aeaannnnees 73
3.5 Discussion of all experimental reSUIS .....ccccceeeeeeeeeiiiieie e, 73
4 Model of contextual DIas ..........ooooiiiiiieee e 75
o R [ 01 £0To [ Tod 1 o] o U RRTR PSP 75
4.1.1 Data chosen for modeling ................uutummmmmeeennniiineen e e 75.
4.1.2 Basic structure and mechanism of the model ...........ccccciiiiinn. 78
4.1.3 Detailed structure of the model............ccoomr i, 9.7
4.2 RESUILS ...t a e e e 83
4.2.1 Model with Gaussian weighting function and unifaspace ..................... 83
4.2.2 Model with Gaussian weighting function and non-anif space............... 86
4.2.3 Model with sigmoidal weighting function and unifospace .................... 89
4.2.4 Model with sigmoidal weighting function and non-fonm space.............. 92
4.3 SUIMIMI@IY ..ttt e et e e et ememnm e e e eeeeta e e e e eeeea e e e eeeeeban e aeaanennesnnnnnns 94
I O] o ol [ 13 o] o 1R PP P PP PP PPPPPRPPR 96
5.1 SUmMmMary Of r@SUIS ........ccooiiiiiieeeee e e e e e e nnanreeees 96
5.1.1 Experimental reSUILS.........coooiiiiiiiiiiiii e 96
5.1.2 Model of the contextual DIas...........ccoooveiiiiiiiiiiiiii e 98
5.2 NoOte to the eXPerimentS..........cooeeeee i e e e e e e e e e eeeeee s e e eneeaeaeas 99
5.3 Possible cause of the contextual effect and itgioel to other studies.............. 99
5.4 Aims fulfillment and thesis contribution ..........eeeeeeiiineeeeeeeeeiiann 4 01
5.5 Suggestions for further research ... 103

=71 ] oo | =1 o] 0 ) Y/22 R 104



FEI KKUI

List of Figures

Figure 1 Mean localization responses from &Ewmpt al. [64], for frontal-distractor
condition (panel A) and lateral-distractor conditipanel B). ...................... 38

Figure 2 Contextual bias from Kép et al. [64] computed as a difference between
responses on control trials in context of frontal lateral distractor,
plotted as a function of target location (panel &k)averaged across
target laterality and plotted as a function of subwithin experimental
FUN (PANEI B). .t e et 38

Figure 3 Schema of the expected effect of the sbrfte the two considered
underlying neural representations (Cartesian anthrpofor each
combination of orientation of tested spatial regrefative to subject
(frontal; lateral), and context spatial configuoati(on one side off the

distractor; on both sides off the diStractor). cccc....covvvvvviiiiiiiiiiiie e, 43
Figure 4 EXperimental SEIUP. .......coooi et 45
Figure 5 Schematic view of types of runs used enekperiment. .............ccceevvvvvevnnnnns 46
Figure 6 Schematic view of the experiment structigpicted as a breakdown of

higher structural blocks into smaller structuradhs. ............ccccovvvviieinnn. 48
Figure 7 Bias relative to actual target locatiormdsnction of target location. ............ 50

Figure 8 Contextual bias computed as a differenesvéen responses on no-
distractor trials in context of frontal vs latedhstractor, from Kopo et
al. study [64] (panel A, reprinted from Kap et al. [64], with
permission of the first author) and from currenidst(panel B). .................. 51

Figure 9 Contextual bias computed as a differenesvden responses on no-
distractor trials in distractor runs versus respgsria baseline, plotted as
a function of actual target location (relative taagyht ahead). ..................... 53

Figure 10 Contextual bias as a function of targegation relative to distractor
(increasing numbers indicate increasing distanoen fthe distractor),
averaged across frontal-distractor- and laterdtaitor condition. .............. 54

Figure 11 EXperimental SEIUP. ..... .o oottt e e e eeeeeeeeeeeees 57
Figure 12 Bias relative to actual target locatien aafunction of actual target
location identified by speaker NUMDET. ..... o ceeeeee e 59

Figure 13 Contextual bias, computed as a differéreteeen responses in context
conditions and baseline condition, as a functioaatfial target location,
for medial orientation (left-most panel), lateratiemtation (central
panel), and averaged across orientation (right-p@sel). ............ccccc.eevveeee 61

Figure 14 Contextual effect for three groups ofadatcording to target-context
spatial coincidence, averaged across subregion (refdial, right




FEI KKUI

medial, left lateral, right lateral) and targetdtions within a subregion
221 PSRRI 62

Figure 15 Temporal profile of responses (bias ngdatio actual target location as
a function of subrun number) for lateral orientatitarget locations #1-
3 (averaged across target [0cations). .......cccceeeeeiviiiiiiiiieieeeiee e, (15)

Figure 16 Correlation coefficient as a functionsabject’s orientation relative to
the speaker array, for different context conditions...........cccccevvvvvvvveeennnnn. 67

Figure 17 Contextual effect computed as a diffegeimctransformed correlation
coefficients for different context configurationsnda a baseline
condition, averaged across OrentatioN. ... ccccccceeeveieeeeiiiiiiieeeeeeeiiie e eeeeanns 68

Figure 18 Correlation coefficient for medial (Igfanel) and lateral (right panel)
orientation, for different SUbregions. ......ccceeeeeeceiiiiiiiiiie i, 68

Figure 19 Contextual effect as a difference in Q&&tween conditions with
context and baseline condition for different comtgroups, averaged
across subregions 1-3 medial, 5-7 medial and 1eBdh..............c.......ol 69

Figure 20 Standard deviations of responses ascaidunof target location for
medial orientation (left panel) and lateral ori¢iata (right panel)................ 70

Figure 21 Contextual effect computed as a diffeeenc SDs of no-distractor
responses from distractor runs vs SDs of respanskaseline, plotted
as afunction of target location, for medial orain (panel A) and
lateral orientation (Panel B). .......oooo oot 71

Figure 22 Contextual effect as a difference betw&bs of no-distractor trials vs
SDs of baseline, for three subregions, averageasadarget locations

within the same sSubregion. .............ooo v e e e e e 72
Figure 23 Contextual bias data chosen for the model..............ccciiiiiiinneee. 76
Figure 24 Contextual bias data (only Experimenh@) in a form which will
be subjected to the Mmodel...............ueiiiiiiiiii e 77
Figure 25 Example of partial contextual biases aedliby distractor-targets at
locations #1,2,3,5,6,7 (i.e., for 1-7 context CoO@).................ccceevrreeeennnnnns 83
Figure 26 Comparison of the data of Exp 2 to thedjmtions of the Gaussian-
neighborhood uniform-space model with fitted parearser andk............... 84
Figure 27 Comparison of the data of Exp 2 to thedjtions of the Gaussian-
neighborhood uniform-space model with fitted partersr, k and q.......... 85
Figure 28 Partial contextual biases induced byralisbr-targets at locations
#1,2,3,5,6,7 (i.e., for 1-7 context coNditioNn)...cc.......uuueiiiieieeeeeeeieiieeeeeiiians 85
Figure 29 Comparison of the data of Exp 1 to thedjtions of the Gaussian-
neighborhood uniform-space model with fitted partarser, k and q.......... 86

10



FEI KKUI

Figure 30 Comparison of the data of Exp 2 to thedjtions of the Gaussian-
neighborhood non-uniform-space model with fittedapaeterss, k, q

Figure 31 Transformation of space with best-fitneabf parametersgyce= -1.1063
and rescaled to <1,7> compared to uniform SPaCe.......ccceeeevereeeeeineeenee. 88

Figure 32 Comparison of the data of Exp 1 to thedjtions of the Gaussian-
neighborhood non-uniform-space model with fittedapaeterss, k, q

Figure 33 Transformation of space with best-fitneabf parametersgyce= -9.0256
and rescaled to <1,7> compared to uniform SPacCe.......cccceeeeveeeeeeeierennee. 89

Figure 34 Example of of partial contextual biageduiced by distractor-targets at
locations #1,2,3,5,6,7 (i.e., for 1-7 context codi)..................cccevvvrreennnnns 89

Figure 35 Comparison of the data of Exp 2 to thedjtions of the sigmoidal-
neighborhood uniform-space model with fitted partarsa, k, g and s...... 90

Figure 36 Partial contextual biases (scaled to magm of 1) induced by
distractor-targets at locations #1,2,3,5,6,7 (i.eor 1-7 context
(o0 1o 11K o) TS 91

Figure 37 Comparison of the data of Exp 1 to thedigtions of the sigmoidal-
neighborhood uniform-space model with fitted partarsa, k, g and s...... 92

Figure 38 Partial contextual biases (scaled to magm of 1) induced by
distractor-targets at locations #1,2,3,5,6,7 (i.bor 1-7 context
(o0 1o 111 o) TS 92

Figure 39 Comparison of the data of Exp 2 to thediations of the sigmoidal-
neighborhood non-uniform-space model with fittedapaeters, k, q, s

Figure 40 Transformation of space of space witti-besalue of parametersguce
=1.4939 and rescaled to <1,7> compared to unikpate. ......................... 93

Figure 41 Comparison of the data of Exp 1 to thedigtions of the sigmoidal-
neighborhood non-uniform-space model with fittedapaetersa, k, q

11



FEI KKUI

List of Tables

Table 1 Summary of parameter values used for mugl¢ie data in Experiment 1
oo I b o =TT 0= o | S 80

Table 2 Summary of best-fit parameter values fanssemn-neighborhood model. ...... 95
Table 3 Summary of best-fit parameter values fgmsidal-neighborhood model....... 95

12



FEI

KKUI

List of Symbols and Abbreviations

ANOVA
cC
HRTF

ILD
ITD
MAA
SC
SD
SOA

analysisof variance

correlationcoefficient (abbreviation defined within the thesis)
headrelatedtransferfunction

inferior colliculus; brain structure

interauraleveldifference

interaurakime difference

minimum audibleangle

superiorcolliculus; brain structure

standarddeviation (abbreviation defined within this thesis)

stimulusonsetasynchrony

13



FEI KKUI

List of Terms

lateral situated at, or on the side

binaural relating to two ears

monaural relating to one ear

interaural axis axis connecting the ears
crossmodal relating to different sense modalities

14



FEI KKUI

Introduction

Brain processing is dynamic, adapting at many tsoa&es in order to correctly
accommodate to various changes, both internal, (ghysical changes during growing
up, or sensory loss/impairment) and external (chang the environment). There are
many mechanisms that enable this adaptation anduhderstanding is important for
many purposes. For example, in medicine, for treats1of brain damage (indicating
how brain can be reorganized to substitute for dlities, how can the reorganization
be affected by training, etc.), or in sensory grests (indicating sensitive periods
during which the brain is more able to adapt). Ustiding brain dynamics on a
shorter time scales can be useful also for vartealnical applications, for example
robotics (indicating how should robot adjust to miiag environments), or virtual

reality. In this thesis, we will focus on the plasy in the auditory domain.

Our inner representation of auditory space is madf but undergoes changes.
These changes can be related to adjustment ofizatteah due to developmental
changes (i.e., inner representation adjusts acogidi anatomical changes of the head
whose shape is important factor in process of sdocalization) [46][2], or adaptation
to current environment (for example, auditory sys®ippresses spatial information of
sound which is considered to be an echo) [71]. Heweseveral changes in sound
localization were observed which result not in ioy@ment, but in erroneous
localization of a sound, and even though their psepmight not be understood, they
provide a better picture of the nature of soundali@ation processing. Among the
examples are studies, in which bias in localizatv@s induced by prolonged exposure
to adapting sound [24][25][26][78], by misleadingetlback [22][23], manipulations
with visual field [70][29], and pairing the soundgh visual stimuli [9][10].

It is not yet understood which brain mechanisnesrasponsible for plasticity in
sound localization and one of the reasons is tietis a great variability among the
plasticity studies, each of which possibly des@itgferent phenomenon. For example,
developmental plasticity may occur at differenttsiposound localization pathway and
may be based on different processes than plastoaitised by prolonged adapting
sound. Possibly different mechanisms are refleatsal in different time scales in which
plasticity develops and disappears — both longew @fveeks or days) or shorter time

scales (few minutes) were observed.

15
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One group of plasticity studies is focused on haealization of a sound is
influenced by preceding exposure to another sousd-called “adaptor”
[24][25][26][78]. It was shown that responses orgé&t sounds are shifted away from

adaptor location.

Even though not considered as studies of plastdy to very short time scales,
studies related to famous precedence effect alsw shat perception of target is not
static but undergoes changes due to preceding gdistchctor)) [71]. In this case, with
shorter time delays between distractor and targebds, response on target is attracted

towards the distractor location.

Current thesis was motivated by one of the stue@snining effect of preceding
distractor, Kopo et al. [64]. Distractor could come from frontallateral location and
its location was fixed within an experimental ruls authors expected, distractor
caused biases in localization of subsequent taBjgt.unexpectedly, they also found
that responses on interleaved control trails, imctvionly the target was presented, and
which were therefore considered to be a referenténfluenced by distractor, differed
when the control trails were presented in contéttials with frontal-distractor versus
lateral-distractor. Since localization of targetsontrol trials seems to be influenced by
context of interleaved distractor trials, authoederred to this effect as “contextual
plasticity”.

In this thesis, we focus on spatial aspects of toatextual effect. Two
experiments were performed, in which we variedogation of the distractor relative to
the listener, 2) spatial configuration of the comti@l stimuli, and 3), tested region of
space relative to the listener. Through these a&pasipects we examined the nature of
spatial representation on which the contextualtigi#g operates and possible causes of

the contextual effect.

Finally, we designed a model which gquantitativelgscribes contextual biases
observed in the two experiments, considering aiplessrechanism of how the effect is

induced in the underlying spatial map.

16
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1 Aims of the study

Aims of study the can be summarized as follows:

Design of behavioral experiments which will examinspatial aspects of

the “contextual plasticity” phenomenon, observed if{64].

o0 The experiment will be designed which allows td tee effects of:
1) location of the distractor relative to the liste, 2) spatial
configuration of the contextual stimuli, and 3)ste®l region of

space relative to the listener.

Evaluation of the contextual effect and of its depelence on specific

spatial manipulation of the contextual stimuli.

o Evaluation will be based on computing biases opaases in
conditions “with context” relative to responsesciontrol condition
in which no context was provided. Experimental dbods with

different spatial manipulations will be statistigatompared.

Design of a quantitative model of contextual bias dsed on observed

results.

0 The observed contextual bias will be quantitativedgcribed by a
model, which would also consider possible mecharo$inow the
effect is induced in the underlying spatial map.

Evaluation of the model on the observed data.
o0 Mean standard error will be computed between tisé-fiteprovided

by the model and the data.

Discussion of the results with other related studee of plasticity in

sound localization

17
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2 Theoretical background

2.1 Sound localization

This chapter describes how human listeners localmend sources. In auditory
perception, the information about the location @oarce is not provided as directly as
in visual perception, in which the external wortdtopographically projected onto the
retina and this topography is maintained in furtheycessing. In auditory perception,
sound location has to be computed indirectly, lsygcomparisons of inputs between the
two ears. In this chapter, we will introduce thegthat listeners extract from incoming
sound and which serve as a basis for estimatiadheoposition of the sound source. We
will also mention neurophysiology of sound localiaa - which brain structures are

involved in this process and what function thesecstires have.

Sound source can be localized in three dimensibosizontal, vertical, and
distance. This thesis is focused on horizontal lipagon, thus the bigger part of the
theoretical background will be dedicated to thipi¢cowhile localization in other two

dimensions will be mentioned just marginally.

2.1.1 Localization in horizontal plane: binauralcu  es ITD and ILD

Localization of a sound source in horizontal pléeased on the fact that sound
presented off the midline will reach each of oursaa slightly different form. One ear
Is closer to the sound source than another anddbed will arrive in the closer ear a
little bit sooner and more intense than in the ndis¢ant ear. The difference in time is
given by different distances the sound has to treveach ear and the difference in
intensity is produced by the head which acts aarads and attenuates (or “shadows”)

the sound.

Auditory system captures these differences in tarrival and intensity (ITD =
interaural time difference and ILD - interaural ééwifference) and on their basis
estimates the position of the sound source [42gs€hcues are referred to as binaural
cues, because they are based on comparison of figmaboth ears. Specific values of
ITD and ILD are associated with specific positiam$orizontal plane. For example for
ITD=0 and ILD=0 (sound arrived in both ears at #sne time and with the same

intensity), listener perceives the sound as condgiingctly from the front or from the

18
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back. With increasing differences the perceiveditjpos shifts to the side, while the
maximum (azimuth +/- 90°) is reached for ITD eqt@lapproximately 0.6 ms [14].
Maximum value for ILD depends on frequency - carvbgy small at low frequencies
but can be above 15 dB for frequencies higher @00 kHz [44]. Mapping between
specific ITD, ILD and position in space is specific each listener because these cues
depend on shape of the head.

It is presumed that we do not use ITD and ILD foursd localization in an equal
manner, but rather choose ITD for sounds at lovguemcies and ILD for high-
frequency sounds [11][63]. Because of this, broadbaoise is often used in
experiments - since it consists of low and higlyfencies, listener can use both ITD

and ILD cues for localization and the sound becoeasser to localize [67].

2.1.2 Cone of confusion

Binaural cues by themselves aren’t able to speb#yocation of the sound clearly
- there still exists an ambiguity given by way htmalization cues are achieved. The
reason is that positions symmetric around the awisnecting both ears (so-called
interaural axis) have the same or very similar @slof ITD and ILD (for example,
sound coming from azimuth 80° will have the samlees of binaural cues as the sound
coming from 100°) and auditory must decide whichtleé concurrent positions for
specific ITD, ILD is actually the correct one.

If we generalize this situation into 3-dimensiosphce, ambiguous positions for
specific ITD or ILD form a cone, so-called “cone obnfusion” centered on the
interaural axis [42]. Also behavioral studies comfithat cone of confusion affects
localization performance, for example in horizorgaund localization it results into

front-back confusions [11].

2.1.3 Localization in vertical plane

While primary cues for horizontal localization welbased on cues comparing
signals from both ears (i.e., on binaural cuesiticad localization is based on signal
from one ear only (monaural cue), specifically ba shape of the spectrum of arriving
sound [42]. Before the sound reaches ear canda,transformed by reflections from

shoulders, head, ear folds, etc., and dependinth@rmosition from which it arrives,
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certain frequencies are suppressed or enhancdauRarpattern of spectral alternation
is therefore associated with particular verticadipon in space.

Spectral cues can also help solve the front-backustons [11]. For example,
when ITD, ILD=0 the sound coming from behind is digethe shape of the ear
shadowed more than the sound coming from the fiodtdepending on it the auditory

system can choose among the two ambiguous positions

2.1.4 Distance perception

Several cues are considered to play role in judthegdistance of a sound (review
in [66]). One of the primary cues is the sound le@®unds with higher sound level
appear closer than sounds with lower sound levedeft for this cue we also use sound
reflections — auditory system computes energy akatli sound and energy of
reverberation. The greater is the direct-to-revenieenergy ratio, the closer the sound
appears. Spectral shape can also provide somenafimn. Since high frequencies are
more attenuated as the sound travels to the listaaa low frequencies, the greater the
content of high frequencies in the signal, the@l@®und appears.

These cues help us to estimate whether a soumdiaisvely closer or farther than
some reference sound, i.e. they seem to be noicisuaftf for absolute localization.
However, when sounds become familiar in the sehs¢ we know their typical

spectrum or sound level, absolute localizatiorosssible.

2.1.5 Horizontal localization in complex environmen  ts

Localization of a single sound source in an anectsmace is different from
localization in reverberant environment, becaugedinect sound acoustically interacts
with its echoes, which come from various directi¢asd therefore have different values
of localization cues) as the sound reflects fromhalls, floor, other objects, etc., and

from this mixture listener must identify where tréginal sound source is.

2.1.5.1 Precedence effect

Even though the task of localizing a sound souncesverberant environment is
difficult and mixture of different values of locadition cues produced by echoes should

result in listener’s confusion, it is the task whiwe solve daily and automatically. It is
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believed that the phenomenon callegrecedence effect(review for example in
Litovsky et al. [71]), observed in many psychopbgsstudies is responsible for solving
this task.

The precedence effect occurs when two sounds frdfereht locations are
presented successively with specific delay betwkem (similar to direct sound and its
echo), and it stands for the situation, that spatf@rmation from the latter sound is
suppressed and the two sounds are fused into aptenc of a single auditory object,
originating from the leading sound’s location.

Depending on the delay between the two presenteddso different perceptual
effects can be observed: If a sound is presentedltsineously from two locations, the
single fused image will be perceived from the laoatin the middle between the two
actual locations. When we increase the delay betweands, the image remains fused
and it shifts towards position of a leading soum@ching it at delay of approximately
1ms (the precedence effect). When the delay croSses (or more, even 50 ms,
depending on type of the stimulus), fusion breakd \&@e start to perceive two separate
sounds. This upper boundary of the delay upon wthiehprecedence effect operates is

also often reffered to as “echo threshold”.

2.1.6 Simulations of auditory space

Sound localization studies often use virtual auglignvironment (i.e., simulations
of auditory space through earphones) instead dferearonment. Advantage of virtual
auditory environment is that ITD and ILD of a prewsl sound can be manipulated
independently of each other (ITD by presenting slowith specific delay between left
and right ear, and ILD by presenting it with spiecdifference in intensity), while in
real environment they are tied together. This adl@udying the effect of each of them
separately. In general, virtual environment gives é€xperimenter better control over
the presented stimuli and it makes stimulation nremicable from subject to subject

and trial to trial.

However, manipulating only ITDs and ILDs of a pmetsel sound is not sufficient
to create a percept that a sound is coming fronereat space. Instead, sound is
perceived as originating within head [11]. In ortieexternalize the sound, its spectrum
must be changed similarly as spectrum of an extesmand is changed by interactions
with the body of the listener (with arms, head,eoutars, etc.). The transformation
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which sound undergoes as it travels from its sotodde eardrum can be described by
so-called head related transfer function (HRTFEHgaoint in space is associated with a
pair of HRTFs, one for the left and other for tight ear. Mathematically, HRTFs (H
and H, for the left and right ear, respectively) foraisd source located at azimuth
and elevationd in a spherical coordinate system, can be defireda drequency-
dependent ratio of the sound pressure level aedndruma,, to the free-field SPL at
location where center of the listener’'s head wd€d82] (see equation (1)). If HRTFs
for a specific point in space are known, we caraterea perception that a sound is

originating from this point by filtering the soumdth appropriate HRTFs.

@1 (w,p,0) Py (w,9.0)
H , P, ) = PR H ¥, 0) =——7"-—. 1
(w,9,0) == r(@,0) == 1)

Since HRTFs depend on shape of ears, head, ety. atte individual for each
listener. Hence, if HRTFs measured on one persmaplied on somebody else, she/he
may perceive it from different location. Therefanelividualized HRTFs are often used

in psychoacoustic experiments.

To incorporate also the transformation of the sodund to interaction with room
(caused by reflections from walls, floor, etc.);cadled binaural room impulse response
functions (BRIR) are used [83]. Similarly to HRTBRIRs are expressed in pairs, one
for each ear. By convolving any non-reverberaningowith BRIR functions, one can
induce a perception that the sound was presented dr specific location in a specific

room.

2.1.7 Accuracy of sound localization

Accuracy of sound localization can be assessedebgral different types of
measurements. Accuracy in localization task usiogtpmg method of responding
(subjects pointed to a perceived sound locatiorfeist for sounds coming from the
front - approximately 2°, while for sources morevéwds the side the accuracy drops to
approximately 6-10° [38]. If subject’s task is not localize sound but to indicate
whether two sound differ in their spatial locatiqdgscrimination task), measure called
minimum audible angle (MAA) is often used. MAA iset smallest angle between two

sources which can be reliably discriminated. Inoadance with pointing accuracy, it
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was shown that spatial resolution is better attffdhAA = approx. 1 degree) and
decrease at the sides (MAA = 6 degrees) [62].

2.1.8 Neurophysiology of sound localization

Neural processing of sound begins in a snail-stedbed structure called cochlea
in the inner ear. Sound waves transformed into @@chl movement of middle-ear
bones induce pressure waves in fluid inside co¢hiddch cause vibration on part of
the cochlea called basilar membrane. Dependingemuéncy of the signal, maximal
vibrations are generated on different locationghat basilar membrane. Top of the
basilar membrane is cover with hair cells, whioh @nnected also to fibers of auditory
nerve. When basilar membrane vibrates, hair cefglbwvhat generates impulse in the
fibers [11]. Since specific location on a membraiates maximally only for specific
frequency, different auditory nerve fibers are tlinte different frequencies and this
tonotopic organization originating in cochlea isimta@ned throughout many other

stages of spatial auditory processing.

Auditory nerve sends signal into the brain for Hert processing. Further
processing includes many stages, but here we 8guds (in a simplified manner) only
stages related to horizontal sound localizationisltimportant to note that most
knowledge about neurophysiology of sound localaratis based on animal studies
which might reveal processes, which are in somedssimilar to, but not necessarily

correspond to, human sound localization.

Areas related to horizontal sound localization ddug traced in sound processing
pathway by finding neurons which are sensitivenfouis from both ears, since it points
to the ability to process binaural cues. Firstibsaructure in sound processing pathway
presumed to be related to the process of locadizas superior olivary complex (SOC)
in brainstem. SOC consists of medial superior o(M&O) and lateral superior olive
(LSO) [4]. Neurons in MSO receive excitatory inpfrism both ears and each neuron
fires with the greatest rate for specific interduai@ay of the inputs, i.e., MSO is related
to ITD processing [50]. In most cases, neurons $OLreceive excitatory input from
ipsilateral ear and inhibitory input from contr&edl ear and firing rate changes as a
function of interaural level differences (with lostevhen it receives equal inputs from
both ears), i.e., LSO is related to ILD proces$s1).
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Outputs from these two separate branches each ¢mgpsound location
according to specific localization cue should maed combine somewhere further in
the processing pathway to provide one percept mhiddocation. A structure, which is
considered to be a place of integration, is infecaliculus (IC) residing in midbrain, in

which neurons sensitive to multiple localizatioresunave been found (in cats [52]).

Most connections from IC are heading towards fitmain and superior colliculus
(SC) in the midbrain. In deep layers of SC, a toppgic representation of auditory
space (a point-to-point map) was found in mammgusnga pigs [68], cats [55], ferrets
[88]) and owls (in avian analog of SC called oggctum (OT), even though the first
signs of a topographic spatial map were observectarlier stage of processing,
specifically in external nucleus of IC (ICX), whicprojects to OT [59]). Except
auditory input, deep layers of SC receive alsoaligind somatosensory inputs, which
also form maps of space. These maps are alignémitoa common representation of
space [86]. The main function of SC is considepeldd control of orienting movements

towards an object of interest (for example, turrtiegd or eye gaze towards a sound).

Mentioned brain structures show that major parspHtial auditory perception is
related to subcortical regions and existence oftigpanap in SC suggests that
localization process is almost complete at thellevemidbrain [1]. However, higher
structures contribute to localization too, speaific auditory cortex. It was confirmed
by studies which show that lesions in auditory eorlead to deficits in sound
localization. In animal studies, deficits in comdtaral hemispace were observed but in
humans deficits are not always restricted to ctateeal hemispace [69]. However,
most neurons in auditory cortex have very largepége fields (i.e., one neuron codes
large area of space, even whole hemifield [61]jifat is in contrast with localization
acuity measured in behavioral experiments. Moreavertopographic spatial map has
been found in the auditory cortex. In other wordsis are not ordered along the cortex

according to their spatial tuning, but are disperse

In summary, auditory system does not directly dodation of space in peripheral
stages of processing as opposed to, for exampealvisystem, where topographic
representation is maintained from retina. Instéadiptopic representation is maintained
in auditory system and location of sound has to‘dmmputed”. In mammals, first
topographic map of auditory space which codes sdnration by locus of activation on
the map appears in SC, however, in the latter staf@rocessing (cortex) this “place
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code” is no longer preserved and it seems thatldbation has to be computed
differently. So-called “rate code” model, based aamparisons of firing rates of left-
tuned and right-tuned neurons is often discussenhderlie localization at this stage of
processing. These two types of models (place codeate code) will be described with

more detail in chapter 2.3 Models of sound locéiliraand plasticity.

2.2 Plasticity of sound localization

In previous chapter we mentioned cues which listem&racts from the sound and
on their basis computes the position of a soundcgoun this chapter, we will discuss
studies which show that this mapping is not fixaed ¢hat sound coming from specific
location can be associated with new different peeckresponded position. We will
describe why are these changes in localizationssecg, characterize them in terms of
how quickly they are induced (after few-days tnagnor within a few minutes), how
long they persist (short-term lasting several sdspor long-term lasting several days
or weeks), the way of how they were induced (mailez feedback, a change in
localization cues, other auditory stimuli, etc.)dawhat’s their neurophysiological

background.

2.2.1 Importance of plasticity

Auditory system should be consistent in localizatand should not underlie
random changes. But what if, for some reason, tapping becomes incorrect? Then
the plasticity in spatial auditory perception emablistener to adapt to a change and
associate specific positions to new correct valokdocalization cues. One of the
reasons why the mapping should be plastic are @saagsociated with development.
As child’s head grows the values of binaural cuasesponding to particular position

change [46][2]. To maintain correct localizatiome tmapping should be able to change.

Another example is a change in acoustics of anrenwient. Everyday we
encounter various environments with different ateaswhich distract localization
cues, since the input to the ears is except fordirext sound also the reverberation
(from walls, ceiling, etc.). These reverberant stsunome from various directions and

they cause that values of localization cues focispdocation vary in time. Auditory
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system should be able to cope with these variatemm$ recalibrate quickly after

entering new room [16] so that localization wousldzcurate.

Plasticity would be beneficial also in case of dfurection affecting extraction of
localization cues (for example if the intensitytbé signal in one ear is reduced due to

disease or ear occlusion) [2].

2.2.2 Studies of plasticity

Plasticity is studied on various levels, from lowck as molecular, neural, to
higher, behavioral level. It can be induced experntally by several means, for
example by manipulation of localization cues ediditby sound, by misleading
feedback, by changes in visual field (which cande considered as a form of
misleading feedback), by pairing auditory stimuugh misaligned visual stimulus, or
by other auditory stimuli. Several studies falling¢p these categories will be described

in the following sub-chapters.

2.2.2.1 Manipulation of localization cues elicited by sound

One of the ways to induce plasticity in sound l@zdlon is to change values of
interaural cues which are produced by sound frortigodar position in space. Trivial
example is to occlude one ear - this causes tleaintensity of sound in occluded ear
will be lower which results in different interaurdifference in intensity (ILD) than
before ear covering. Experiments on owls using aaamtusion showed that initially,
owls mislocalized sounds (away from occluded eat)dauditory system of young owls
after several weeks of occlusion adapted to themgh and owls learned to localize

correctly [53].

Effect of altering localization cues associatechvaarticular location in space was
examined also on human subjects. For example, Hofhal. [35] studied plasticity by
covering outer ear with molded mask with artificfalds which were different than
folds on subject’s ears. Folds on ears affect splecharacteristics of incoming sound
depending on its position in vertical plane andtlis basis we are able to localize
sound in vertical plane (see chapter 2.1.3 Loctdinan vertical plane). Mask disrupted
previous mapping between spectral characteristica sound and its elevation and
plasticity was needed to learn new correct mapgingas shown that after 20-30 days,

subjects learn to localize correctly. Moreover, wineask was removed, adaptation was
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not such slow as before but was immediate, whafjesstg that after application of a
mask previous mapping was not rewritten but botlppmays co-existed in auditory

system and subjects could switch between them.

2.2.2.2 Rearranging spatial cues by misleading feedback

Another way how to induce plasticity is to provigeisleading feedback to
subject’s localization responses. In this caseesubjdon’t have to adapt to new correct
mapping, but instead they are trained to respowrdrdmg to new abnormal mapping
(for example, for sound presented from azimuth 308y are given feedback that it
originates from 60°). In headphone studies by Skonningham et al. [22][23],
subjects identified direction of sound stimulusud stimuli were by feedback paired
with such locations, which did not correspond toalions normally associated with
localization cues of the sound stimuli. Subjectsenable to learn new mapping also in
this case (even though not completely), which shibnas simple feedback (even though

misleading) is sufficient to induce short-term ofpes in sound localization.

Moreover, in separate experiments of this studyrdaerangement of spatial cues
was achieved instead of an after-trial feedback,nbgrleaved training runs, during
which the auditory stimuli were paired with simulémus displaced visual stimuli. In
other words, instead of a feedback which trainetkfiers to adapt to new rearranged
localization cues in previous case, now adaptattas induced spontaneously without
any feedback specifically instructing where theifms of the sound source is. How
and why adaptation can be induced by providing kaneous displaced visual stimulus
is described in following chapter.

2.2.2.3 Presenting spatially disparate visual stimulus simultaneously with

auditory stimulus (or manipulations with visual field)

Plasticity in sound localization can be inducedalsing visual stimuli. It stems
from the fact that our perception of the environtmierbased on inputs from different
sensory systems and in order to create singleaghiBpresentation of our environment,
our brain has to combine the information from deéf& senses. An example of how the
brain copes with the fact, when the informatiomirdifferent senses is not correlated,
can be observed on crossmodal interactions betaegition and vision. It was shown
that when spatial information about some objectvigked by auditory and visual

modality is conflicting (i.e., auditory system segts that object is at location X and
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visual system suggests that object is at locatiprvigual modality “wins” and auditory
percept is adjusted according to it [9]. Typicakewle is so-calledrentriloquism
effect — a puppet in ventriloquist's hand appears todtkirng, even though the speech
comes from ventriloquist’'s mouth. This phenomenas been studied experimentally
such that both auditory stimulus and visual stimude presented simultaneously (for
example, LED light presented simultaneously withisey while visual stimulus is
displaced relative to auditory stimulus and subgetask is to localize the auditory
stimulus (and ignore the visual stimulus). Companiesponses with control condition
in which only auditory stimulus is presented rege#that subjects’ responses on

audiovisual trials are shifted by few degrees talsdhe visual stimulus [9].

The idea that the ventriloquism effect is not oslyme adopted strategy of
responding but that it is accompanied by changeshatperceptual level can be
observed on so-calledentriloquism aftereffect. In aftereffect studies, subjects
typically undergo a period of adaptation in whicispthced audiovisual stimuli are
presented (as in ventriloquism effect studies).oBefand after the adaptation period
auditory-only stimuli are presented. It was reveddleat changes in sound localization
caused by ventriloquism effect persist for someetiewen after the adaptation period,
despite the absence of simultaneous visual stim@i$0]. Ventriloquism aftereffect

can be therefore considered as another examplasfqity in auditory localization.

Ventriloquism effect and aftereffect are often eksd in a basic situation in
which only simple auditory and visual stimuli areed to create the conflict between
auditory and visual spatial information about tlaens “object”. However, the conflict
can be created also by different, more direct, wdnpy manipulations with the visual
field.

Knudsen et al. studied plasticity induced in balsoraised with prisms which
shifted their visual field (review of studies inQfj. Studies revealed that sound
localization shifted towards the direction of viswhsplacement and thus provided

evidence that owl's auditory spatial map is calibdaaccording to visual spatial map.

Studies of a calibration of an auditory spatial ngpvisual spatial map were
performed also on human subjects. For example, rAwee al. [29] studied effect of
compressed spatial vision on sound localizationthla study, subjects were wearing
glasses which compressed their spatial visual figldhalf, for a period of 2-3 days. It

was found that auditory localization was compressambrding to compression in visual
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field, but compression was observed only for lawaiwithin visual field of the lenses.
However, locations outside the visual field of kesisvere affected too, even though not

by compression but by central shift.

2.2.2.4 Other auditory stimuli

Plasticity in sound localization has been obseralsgd due to presence of other
distracting/adapting stimuli, which don’t have te presented simultaneously with the
target to affect its perceived location. One graipstudies examines the effect of
prolonged exposure to adapting sound (lasting sévaenilliseconds/seconds) on
subsequent target localization. Exposure to the@tadpsound causes that subsequent
target is localized away from adaptor’s locatiom,,i adaptor “repulses” the target
[24][25][26][78]. This effect is often referred @s “auditory localization aftereffect”.
The aftereffect is considered to be the resultfafiguing” of spatial representations

corresponding to adaptor.

The aftereffect has been observed for ILD-only aslvas ITD-only stimuli
[25][26].

In addition to horizontal sound localization, siamileffect was studied also in
vertical sound localization by Getzman [27]. A fitra” sound was presented before or
simultaneously with target in position below or abahe possible target locations.
Again, responses on targets shifted away from tlaendé. That the localization
aftereffect can be observed in both horizontal eedical dimensions was confirmed
also by Carlile et al. [24] who showed that resgsnsn targets were radially displaced

away from adaptor.

Another aspect of the localization aftereffecthattthe adaptor should be similar
to target in order to induce an effect. For examidbshino and Nishida [26] found that
the largest adaptation shifts were observed fogetaand adapter tones of similar
frequencies, and with increasing difference in tiesacy between the tones the shifts
decreased [26]. Similarly, Getzmann [27] found tlataptation effect strongly
decreased when targets and adapting stimuli wesgindiar (“frames” consisted of
square waves and targets of pink noise) as opposetien they were same (both pink
noises or square waves). These results indicatethe in auditory pathway where the
effect occurs, specifically that it is on such leeé spatial representation in which

different frequency channels are not yet integrated

29



FEI KKUI

Other example of how sound localization is affedigdther sound stimuli can be
demonstrated on adaptative changes related tchreomenon called precedence effect
(see sub-chapter 2.1.5 Horizontal localization @mplex environments) which states
that when two sounds are presented sequentially spiecific delay between them, we
perceive the two sounds as fused and as origin&ting the location of the first sound.
Precedence effect is useful for localization inem»erant environments, where it helps
to suppress spatial information from echoes. Howewe daily encounter different
environments (with different reflections) and tHere the lead-to-lag time interval, on
which the precedence effect operates, should ke tabhdapt to current environment.
Consistent with this, Freyman et al [74] showed fir@cedence effect is able to build
up even for such inter-click delay which normaladls to perception of two separate
sounds from two different locations. The build-uptlee precedence effect (or, shift in
the echo threshold to higher inter-click delayskve&hieved by presenting a train of

identical click-pairs before the target.

2.2.3 Temporal aspects of plasticity

How long does it take to induce plastic changes@ aw long do they last? If we
take into consideration previously mentioned exa®mpbdf situations in which the
plasticity is important, for some of them slow at@djon would be sufficient
(developmental changes, hearing disorders/losshtfer the adaptation should be very
fast, within seconds, minutes (changes in acousfiesivironment, etc.). Indeed, among
the mentioned studies adaptation occurred at diftetime scales (which might not
represent minimum interval for the build-up of pieity but only some under which
plasticity was observed), from several weeks (moadaocclusion in owls [53], outer
ears modified with molds, in humans [35]), daysljfatment of auditory space
according to compressed visual space [29]), minatesven seconds (ventriloquism
aftereffect [10], adapting to supernormal locaimat cues [23], build-up of echo
suppression [74]). According to this we distinguistween long-term and short-term

plasticity and it seems that different mechanisresr@sponsible for each of them.
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2.2.4 Mechanisms of auditory localization plasticit y

Auditory localization plasticity observed behavityavas in many cases found to
be associated with structural changes in the bifaam. example in owls raised with
prisms shifting their visual field, auditory spatimap adjusts to match visual spatial
map by realigning auditory receptive fields of rang in optic tectum with their visual
receptive fields. This realignment is accompanigdakonal remodeling of neurons
which project from inferior colliculus (ICC) to exinal nucleus of inferior colliculus
(ICX) [84]. Normally, projections between ICC ar@X are topographic, but following
experience with prisms, neurons in the ICC whicpresent such ITDs which were
shifted, projected their axons to neurons in negiores of ICX, and hence also affect

their tuning. Spatial changes from ICX are transigto OT.

Similarly, changes in neural tuning were observéenvplasticity was induced by

occlusion of one ear of owls [85].

Such spatial remodeling requires longer time tddbup, however, changes in
spatial representation at much shorter time-scale® also observed. For example,
neurons in the auditory map of owls, in a respdaseaoving sound, shift their receptive

fields towards the approaching sound [92].

In humans, neurophysiology of brain processes @&an@xed through various brain
imaging techniques, for example by measuring etadtactivity of the brain using
electrodes placed on the scalp, technique refetoedhs electroencephalography.
Measured brain response to a specific stimulugsliea event-related potential (ERP).
Changes in localization observed behaviorally asmeiated with modulations of ERPs,
suggesting that they are accompanied by changeseatal level. For example,
ventriloquism aftereffect is associated with modolaof ERP approx. 100 miliseconds

after the presentation of the stimulus [87].

In studies of in which the adaptation is inducedpbgionged exposure to adaptor,
adaptation is explained by a “fatigue” of neurgbresentations underlying adaptor’s
location [24][78][89].

2.3 Models of sound localization and plasticity

There are many models of sound localization. Méshem are focused only on a

specific phenomenon or specific stage of localaratprocessing. Some models are
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aimed to model physiology, neural activity, othex psychophysical or combined. Here
we will mention two groups of models which consid#éfferent coding of sound
location. Place code modelsassume that there is a topographically organized of
many channels each tuned to specific spatial locatand location of a sound is
represented by neural activity at restricted afeth® map. Theate code modelqor,
often called “two channel models” or “hemifield @dnodels”) on the other hand,
assume there are two channels each preferentiallgdtto specific hemisphere and

sound’s location is determined by comparison ofdtigvity of these channels.

2.3.1 Place code models

2.3.1.1 Jeffress model

The earliest place code model was proposed byedsfin 1948 [57] and became a
classical model of binaural interaction and basis rhost future models [80]. This
model explains how the brain extracts the ITD infation from incoming sound. The
model consist of an array of special cells, calledgincidence detectors”, which get
input from both ears and fire only when these is@utive to them simultaneously. The
signal from each ear travels to the detectors arsgries of delay lines of various
lengths. According to their length, delay lines $gmone” a signal. Different
combinations of relative length of left-ear delapel versus right-ear delay line
represent tuning of particular coincidence detetbospecific ITD (because if signal
which arrived earlier is delayed relative to sigfrain other ear by time equal to ITD,
the signals meet in the coincidence detector asémee time and coincidence detector
will fire). Jeffress assumed that coincidence detscare organized in a “space map”,
i.e., neighboring detectors code neighboring pms&iin space. The spatial position of
the source is determined in the array of coincideshetectors as the locus of maximal

activity.

2.3.1.2 Colburn’s quantification of Jeffress model

Jeffress model was only conceptual and did notigpexact mechanism of
computation. Later, some models were developed hwhipressed Jeffress model in
guantitative form, for example, model by Colburreviewed in [75], [6], [76]).

Colburn’s model consists of two parts, model ofitrgl nerve activity and model of
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central processing. We will focus only on second p&the model which is directly
related to localization. Colburn’s model involvesincidence detectors, each of which
is associated with specific internal time detggorresponding to delay lines in Jeffress
model), which shifts one input spike train relatit@ the other. If spikes occur

simultaneously (or almost simultaneously) coincedetector will fire.

Average number of these “coincidences” for a calence detector with specific
internal delayr is an estimate of the cross-correlation functiérthe neural inputs
arriving into the coincidence detector, evaluatedthe delayz. As mentioned in
previous chapters, auditory signal is initially peesed in separate frequency bands,
which is also considered in the model. Cross-cati@t function is computed
separately in each frequency band and then inedy@tross the frequency bands into
summary cross-correlation function. Perceived pmsiis estimated either according to
locus of peaks in final cross-correlation functmmlocus of centroid along the internal

delay axis.

Computation of a coincidence according to crossetation function is shown in
equation (1). Average number of coincidences oleskia timet for all fibers with

characteristic frequengyand delay, E[L(¢t, 7, f)], is

ElLtt, )] = [ n(@rla—-Dw(t—a)p fda (1)

in, r,(t) andrz(t) are inputs to coincidence detectons,(t) is temporal weighting
function andp(z, f) is relative number of coincidence detectors witterinal delayr
and characteristic frequendgy, E[-] denotes expectation ardt,t, f) is a binaural

decision variable [76].

In Colburn’s model, cross-correlation is performmdneural responses generated
by auditory stimuli. However, there are other medeh which cross-correlation is

computed directly from auditory stimuli (reviewed[i76]).

2.3.2 Rate code models

In another group of models, so-called rate-code aefso(tiescribe for example in
[81][77]), sound location is not coded by locusadfivity on a topographic map of
neurons, as in the place code-models, in which e&elion had a narrow restricted
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receptive field. In rate-code models each neurgpaeds to very large range of sound
locations but is preferentially tuned to left aghri hemisphere. Specifically, it responds
monotically with changing azimuth according to sa@dal function and sound location

therefore cannot be deduced from locus of actiwitgtead, sound location is computed

by comparisons of activities from left-tuned versigft-tuned neurons.

Rate-code models are often used to model ILD coatjout but also for modeling

of how space is coded in auditory cortex [77].

2.3.3 Models of plasticity in sound localization

Depending on coding strategy (place code versesaade) considered, different

models of plasticity in sound localization exist.

Carlile et al. [24] found that exposure to adaptaused shifts in responses on
subsequent target sounds. To explain the shiftpréygosed a model based on a place
code. The model consists of topographically spacealy of units (neurons) each tuned
to specific spatial location. Receptive fields elirons partially overlap each other. The
perceived location of a sound is determined by éentdle output” of subpopulation of
units activated by the sound from particular lamatiwith mean activity centered at that
location. Carlile et al. suggested that adaptdbias arises from the fact that prolonged
exposure to adaptor sound down-regulates subpagulaf units associated with the
adaptor’s spatial location. Balance of the ensemabtput is then disturbed and locus of
mean activity for sounds associated with units eltos adaptor is shifted away from
adaptor. However, Carlile’s et al. model is onlyceptual.

Similar model of adaptation due to ,fatiguing* attap even though not only
conceptual but quantitative, was proposed by Kashimd Nishida [26]. Stimuli in their
experiment were lateralized only according to th&bDs. Consistently with other
studies with preceding adapting sound, adaptor ethugpulsion of subsequent

responses away from it.

Different approach to explain shifts caused by #atagn was used for example in
in [78] or [89]. They plastic changes in localizaticaused by exposure to adaptor were
observed not only for locations close to adaptdrfbulocations across entire auditory
hemifield, which supported the model of adaptati@sed on a rate-code. Except for

common two-channel model with two groups of neurbreadly tuned to left or right
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hemifield, Dingle et al. [78] proposed even thréamnel model with a third, midline-

tuned channel.

2.3.3.1 Evidence for models

Evidence for both models was found at various Stagfe sound localization
processing. Place code was observed in SC of maniB],[68] and also in IC [58]
and optic tectum (equivalent to SC) of owls [59]ofdover, it was revealed that the
space is not encoded in these maps uniformly, Haitftontal locations are encoded by
larger number of neurons than lateral locations #rat they have also narrower
receptive fields [59].

Rate code identified by large receptive fields waserved for example in LSO
(structure in which ILD processing takes placegais [90], but also on higher, cortical,
areas (monkeys: [77]). Even though non-invasivehout used for studying human
brain do not allow examining tuning of single newo separately,
magnetoencephalography (MEG) experiments revealetbrce for a rate code (for
ITD) also in human auditory cortex [81][89].

Taken together, the coding strategy for sound ipatbn in humans is still not
known, especially at lower stages of processingvél@r, at higher (cortical) stages, a

rate code model seems to be appropriate.
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3 Experimental part

In this section, we present two experiments whiehoenducted in order to study
plasticity in sound localization. The studies exaeadi “contextual plasticity”, a new
phenomenon described in [64] . The experimentssiedwon examination of the spatial
aspects of the contextual effect. Several analpdebe spatial dependencies of the
effect are described in this section. They proyidssible explanations of why the effect
occurs and what its possible underlying neuralesgntation is. Before the description
of the two experiments, a short summary of theiaig“‘contextual plasticity” study
[64] is presented.

3.1 Introduction

3.1.1 Background

Various studies show that localization of a souad be influenced by preceding
auditory stimuli. Changes in localization can ocoom very short time scales
(milliseconds), for example those related to thecpdence effect [71], in which
perceived spatial position of a target is shifaddrds immediately preceding sound, or
longer time scales (seconds to minutes), obsenfehwubject is exposed to prolonged
adapting sound and perceived position of subseqgteggets is shifted away from
adaptor’s position [24][25][26][78].

Effect of preceding distractor on localization dbaget was also studied by Kap
et al. [64]. As expected, distractor affected |@alon of subsequent target, but in
addition, another effect was observed, which asthmferred to as “contextual
plasticity” and which caused that responses orrledeed control trials, in which the
target was presented alone without any precedisgagdtor, differed depending on
whether the control trials were presented in candéxrials with frontal or with lateral
distractor. In other words, even though the tavgget not immediately preceded by any

distractor, its localization was affected by thatext of other trials (with distractor).

To our knowledge, no such contextual plasticity hasn observed in other sound
localization studies so far. In following sub-chenst we will describe Kajp et al.
study [64] in more detail and we will try to relateo other studies of plasticity.
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3.1.2 Contextual plasticity observed in precedings  tudy

Kopco et al. study [64] was designed to examine thecefbf immediately

preceding distractor on localization of a targetrsh

Subject was surrounded by arc of 9 loudspeakersgllggspaced on a quarter-
circle. The distractor was fixed at either frontat lateral location during an
experimental run, while targets were presentedawany from each of the seven middle

loudspeakers.

Experimental run consisted of 1) test trials in ebhtwo stimuli were presented:
first distractor, then target, with various stimstonset asynchronies (SOAs: 25, 50,
100, 200, or 400 ms), and of 2) control trials ihieh the target was presented alone.

These two types of trials were randomly interleawatiin experimental run.

Subject’s task in each trial was to localize ad¢argnd ignore the distractor if
present. Figure 1 shows mean localization respofesuns with frontal distractor
(panel A) and runs with lateral distractor (pangl Bs authors expected, localization of
target in test trials was biased due to precedistrattor (compare solid line and
dashed line in each panel of Figure 1). But unetguidg, responses on control trials
which were meant to be a reference not affectedistyactor, differed when presented
in context of test trials with frontal versus latkedistractor (compare dashed lines for
identical actual target locations in panel A vergamel B in Figure 1). For frontal
distractor, responses were biased more lateradly tor lateral distractor. These results
suggest that context of trials with distractor efféel responses also on interleaved
control trials. Authors referred to this effect,asntextual plasticity*.

Since the experiment did not include any run caimgsexclusively of no-
distractor trials, the magnitude of the effect emudy presence of distractor trials
within a run could not be computed. However, it ywassible to assess the effect of a
change in location of the distractor (i.e., a cleamg context instead of presence of
context), by computing the difference between raspe for frontal versus lateral

distractor.

The contextual effect computed this way had a ntadai of approx. 6° or 9°,
depending on the type of environment (classroonalame) and was roughly
independent of target laterality (Figure 2A).

To examine the build-up of the contextual effebg time course of experimental
run was divided into 4 balanced parts, which regmesd 4 repeats of each combination
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of target location and SOA condition (including distractor). Contextual bias built up
within 3 subruns (Figure 2B), which might represapprox 3-4 minutes (taking into

account that the experimental run lasted approwirhites).

A) Frontal Distractor, Classroom B) Lateral Distractor, Classroom
00

2 l400
g 100
m 25

Responses:
— with distractor
67.5° 4 without distractor

Actual locations:
* targets

B distractor

'90° a0°

Figure 1 Mean localization responses from Koo et al. [64], for frontal-distractor condition (panel
A) and lateral-distractor condition (panel B). Eachpanel shows across-subject mean and standard
error in perceived target lateral angle as a functin of target lateral angle for trials with distractor
(with various SOAs) and for trials without distractor. (Reprinted from Kop¢o et al. [64], with

permission of the first author).

5 A) Bias with no Distr. B) Build—up with no Distr
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Figure 2 Contextual bias from Kopfo et al. [64] computed as a difference between respses on
control trials in context of frontal vs lateral distractor, plotted as a function of target location
(panel A) or averaged across target laterality andplotted as a function of subrun within
experimental run (panel B). Across-subject mean andvithin-subject standard error of the mean
are plotted. Contextual effect is shown as a funion of target location relative to subject’s frontd
median plane. Solid lines show data for echoic emanment (classroom) and dashed line shows data

for anechoic environment (Reprinted from Kopto et al. [64], with permission of the first author)
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Several interpretations of this effect were sugggstor example, that it is
a bottom-up process driven by statistical distitoubf the stimuli (45% of the stimuli
within a run were presented from a fixed distradtaration) or that it is a top-down
process such that the listener focuses his/hemtetteaway from the (a priori known)
distractor location in order to better localize ttaeget. However, the absence of a
baseline of only no-distractor trials, relativevitich the effect could be evaluated, did
not allow to examine the effect more detailedlyatidition to the question of whether it
is a bottom-up or atop-down process, many othestipns can be posed in order to
understand the cause of the effect and its prasern this thesis we will focus on the

guestions stated below.

3.1.3 Problems and Hypotheses

It is not known why the contextual effect observed64] occurs, or how it is
related to other already known examples of shomtplasticity in sound localization
such as the one induced by misleading visual feddpaz][23], by training with
misaligned audiovisual stimuli (i.e., ventriloquisaftereffect [10]), or prolonged
exposure to adapting sound [24][25][26][78] (for imaletails see chapter 2.2.2 Studies
of plasticity). Several aspects of the effect neebe studied in order to understand it.
In the thesis we will focus on its spatial aspedisch help to reveal the explanation of
the effect as well as its underlying neural repnesteon. We proposed two sets of
hypotheses based on two different views of theecdoal effect which were examined

In separate experiments.

3.1.3.1 Hypotheses for Experiment 1: Contextual effect as a change in strategy

One of the possible explanations of the contexatfelct is that it arises from how
subjects localize targets in distractor trials. Gfpeally, in distractor trials, the interval
between the distractor and subsequent target ysshanrt, resembling conditions of the
precedence effect, in which the spatial informataiout the sound is degraded by
immediately preceding sound (see subchapter 2.PEetedence effect). In order to
localize the target properly, subjects might fothsir attention away from a priori
known location of the distractor (or try to compatesfor the fact that the perceived

location of the target is shifted towards the distior). Hence they shift their responses
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away from the distractor location against the sh#tised by the precedence effect.
Subjects might use this strategy within whole ekpental run, including also the
interleaved no-distractor trials, because they tikimow in advance what type of trial
(distractor/no-distractor) will follow. Based onighexplanation we formulated three

hypotheses:

Since it is more difficult to distinguish betwedrettwo sound sources if they are
close to each other, more effort would be requiedocalize a target closer to the
distractor than to localize a target farther awaynf the distractor. Hence, it can be
expected thatHypothesis Hla: Contextual bias will be larger whendistractor-
targets are presented near the distractor, comparedo when they are presented

farther away from the distractor.

If the contextual effect arises from an effort &parate distractor location from
possible target locations, presenting distractogets on both sides of the distractor
within one run would result in smaller or no coritext bias, because subject would not
know in advance in which direction to focus (it®.which direction “repel” the target
to move it perceptually away from the distractor)order to counteract the precedence
effect. Hence, another hypothesis can be stat#dd: No contextual effect will be
observed when targets in distractor trials will bepresented on both sides of the

distractor.

The final hypothesis was related to the fact thalitary spatial resolution worsens
with increasing laterality (see sub-chapter 2.1.@cukacy of sound localization).
Precedence effect studies also report the dependéribe effect on azimuth, showing
worse discrimination of the lagging sound relatwdead location when the leading and
lagging sounds are located at more lateral locatjem]. Since more effort seems to be
required when the two stimuli originate from latemmpared to frontal, locations, we
hypothesize thatH1lc: Contextual effect will increase with increasig angular

distance of the distractor relative to straight ahad.

To test these hypotheses, we designed an experifagperiment 1) with setup
similar to that in [64], except that in additiond®isting distractor locations 0° and 90°
relative to subjects frontal median plane, we adoleel more at 45°, and we restricted
the presentation of targets in distractor trial®tations either to the left, to the right, or

to both sides off the central speaker.
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3.1.3.2 Hypotheses for Experiment 2: Possible neural representation of the
contextual effect

In hypotheses in this section we focused on examgitine possible underlying
neural representation of the effect, which can lin&ither to earlier or later stages of
sound localization processing. Similarly to hypatein a previous section, hypotheses

in this section were tested by examining spatipeats of the contextual effect.

We assumed that the contextual effect is associatéd changes in a
topographically organized auditory map such thatdistractor trials will induce shift in
the map in the direction “from distractor towardstihctor trials”. We will consider that
the effect operates on two underlying represemtafi@ach associated with different
stage of sound localization processing. We wikkreéd them as “polar” and “Cartesian”
in order to distinguish whether they are symmetlative to the specific point (pole) or

not, but not referring to other aspects from mathigal definitions of these terms.

Polar representation (with poles at azimuths +-@associated with earlier stages
of localization processing, such as ITD/ILD progegsin MSO/LSO. This stage of
processing is characterized by the fact that theegaof localization cues are the same
for locations symmetric relative to interaural agsd hence they activate identical
groups of neurons. On the other hand, Cartesiarseptation is associated with later
stages of processing, after the different localimatues are integrated (for example IC
or cortical level). In Cartesian representationghedocation around the listener is
represented by different group of neurons, i.eations behind the interaural axis are

coded separately from locations in front of theratral axis.

To address the question of on which of the two esgntations the contextual
effect operates, we need to examine whether thecteihduced on one side of the
interaural axis (hypothetical pole) generalizes same extent and with opposite
direction also to symmetrical locations at the otkiee interaural axis (i.e., such that
responses on both sides of the distractor placedeatiural axis would be shifted away
from the distractor) — this would indicate polapmesentation, or whether the shift will
be in same direction (similarly to shifts inducegdvisual stimuli in Kogo et al. [79]) —

this would indicate Cartesian representation.

Another spatial aspect of the effect according hictv the two representations can
be distinguished is how will the contextual biaskdike when we induce it on both

sides of the distractor placed at interaural aixés, (as if we induced two biases against
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each other). No bias observed would indicate Carnegpresentation, since contextual
bias from opposite sides would cancel out. On therchand, if the bias will be similar
(or even larger) to bias observed for context or emle of the distractor, it would
indicate polar representation, since distractogets from opposite sides would affect

same neural population, what will only strengthasiucement of the contextual effect.

Previous predictions are valid only when the regaoound the pole (in this case
interaural axis) is examined. When the tested regiospace does not cross any pole,
the polar representation should result in the sammtextual bias as a Cartesian
representation. Hence, when bias is induced orsmigeof the distractor, the locations
at which no bias was induced should be shiftechan dame direction as locations at
which the bias was induced. And, when bias is ieduzn both sides of the distractor, it

should lead to cancellation of the contextual bias.

To test these hypotheses, we designed an experimmemthich we placed the
distractor to the center of the speaker array amdestricted the presentation of targets
in distractor trials (i.e., context) to locations one side of the distractor (left/right), or
to both sides of the distractor. These spatial iganditions were tested either for
speaker array placed around the interaural axisrélaorientation), or around frontal
median plane (frontal orientation). Expectations $oich setup are summarized in
Figure 3.

We hypothesize that the effect occurs at laterestad processing and hence that it
is based on Cartesian representation. This leafddldaving predictions:

H2a: Context presented on one side of the distraatavill shift all locations in
the same direction, for both orientations of speakearray relative to subject.

H2b: Context presented on both sides of the distréor will induce no
contextual bias, since biases from opposite sidesliveancel out. This will be also

valid for both orientations of speaker array relative to subject.
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Figure 3 Schema of the expected effect of the cortefor the two considered undelying neural
representations (Cartesian andbolar), for each combination of orientation of teseéd spatial regior
relative to subject (frontal; lateral), and context spatial configuration (on one side off th
distractor; on both sides off the distractor). Blo&s indicate target locations. Grey block represen
locations in which also the distractortargets were presented (i.e., context locations))azk blocks
indicate distractor locations. Arrows show expectedlirection of the bias (if no arrow is present, n

bias is expected).

In the experiment, we also considered the fact sipatial resolution is better at
frontal locations compared to lateral locationse(shapter 2.1.7 Accuracy of sound
localization) and if contextual effect operatessoigh representation in which the space
is not uniformly represented, we might observeedédht contextual effects for these two
regions. Specifically, broader receptive fieldsnabre lateral locations (if they span
region larger than covering only one target loaggtieould be affected more in
comparison to narrower receptive fields at frombahtions, due to the fact that more

distractor-targets fall within the receptive fieldence, we hypothesize that:

H2c: Lateral distractor will induce stronger contextual bias than frontal

distractor.
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3.2 Experiment 1

3.2.1 Methods

3.2.1.1 Subjects

Eight normal-hearing subjects (7 males, 1 fematgda23-29 participated in the

experiment.

3.2.1.2 Setup

Experiment was performed in a dark semi-anechoathhof 3 x 2 x 3 m (length x
width x height). Subject was seated in the centex quarter circle of 9 loudspeakers
(i.e., separated by 11.25° step) positioned at lhgmght, 1.1 m away from subject
(Figure 4). Speakers were hidden behind acousitb.cl

Sound stimuli were presented using soundcard Eee#00 and amplified by
Crown D75-A amplifier.

A hand-held pointer was used to indicate perceisednd position. Responses
were acquired using video system, which capturecttiordinates of speakers, head and
pointer after subject pressed a button on a hatdl{peinter. The coordinates were

transformed to angular bias relative to actualdgakgcation.

Experimental procedure for presentation of the wiirand data collection was
written in MATLAB. This environment was also usedr fdata analyses and

visualization.

3.2.1.3 Task

Subject’s task was to localize a target sound bgtpg to a perceived location of
the target using hand-held pointer. On some tfiads, distractor trials) the target was
preceded by the distractor which should be igno8adjects were instructed to have
their eyes closed to avoid possible visual feedlzacknot to move their head during an

experimental run.

3.2.1.4 Stimuli and types of trials

All stimuli used in the experiment (distractor sduand target sound) were

identical 2-miliseconds-long frozen noise burstgnifar experimental design as in
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Kopco et al. [64], in which the contextual effect wdsserved, was created. Two types

of trials were used in an experiment:

* No-distractor trials — consisted of target sound, which was presemted f

one of the 7 possible target locations.

» Distractor trials — consisted of distractor followed by target squwith
distractor-to-target onset asynchrony of 25 ms.trBisor location was
fixed within a run and could be either frontal (DOcated at 0° relative to
the listener), intermediate (D45; located at +48ative to the listener) and
lateral (D90; located at +90° relative to the In#g). Target in distractor
trials (further referred to as “distractor-targetuld come from one of the
speakers defined by context configuration, whicls irged within a run

(three left-most target speakers, three right-rtargfet speakers, or both).

1-3 context
5-7 context
1-7 context

Figure 4 Experimental setup. Black arrows indicatewo possible subject orientations relative to the
speaker array. Filled loudspeakers represent posdi distractor locations: frontal (0°), intermediate
(45°), and lateral (90°), while only one of them issed as a distractor in a particular run. Labeled
loudspeakers indicate possible target locations (@uding speaker 4, which in case of intermediate
distractor condition is used for presenting both dstractor and target stimuli). In distractor trials,
targets are restricted to three context configuratbns, depicted by arrows above the speaker array:
speakers {1,2,3}, {5,6,7}, or {1,2,3,5,6,7}
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3.2.1.5 Procedure

Experiment was structured into four approx. 1.5thdong sessions, each
consisting of two types of runs (see Figure 5, Fegb). Indistractor runs, distractor
and no-distractor trials were randomly interleavedyilarly to Kogo et al. [64]. In
addition to Kogo et al. [64], which did not have any referenceoading to which
a size of the contextual effect could be estimaltede a haseline rur' consisting of

no-distractor trials only was also included.

Both types of runs consisted of 210 trials. Digtvacuns were divided into pre-
adaptation- (14 trials), adaptation- (168 trials)d gpost-adaptation (28 trials) part.
Contextual effect was induced (i.e., distractaal$riwere presented) only in adaptation
part, while pre- and post-adaptation part contaiaely no-distractor trials, to study
how plasticity built up after the context onset aletayed after the context offset (see
Figure 5). In adaptation part, distractor trialsreveandomly interleaved with no-
distractor trials (75% of distractor trials, 25%ma-distractor trials).

Distractor run

|T || T DT|DT|DT| T |DT| T| "'|DT| T |DT|DT|DT|DT| T |DT| T || T|

Pre-ad. part Adaptation part Post-ad. part
(14 trials) (224 trials) (21 trials)
Baseline run
3 I I I I 6 O I S S RS ES R B EN e R
Time >

Figure 5 Schematic view of types of runs used in ¢hexperiment.Each small block represer
one trial, either distractor trial (grey ,DT* block , denoting presentation of distrator followed
by target sound), or nodistractor trials (,T* block, denoting presentation of target sounc
only). Distractor runs consists of both distractortrials and no-distractor trials, randomly
interleaved, while baseline run consists of no-disictor trials only. To analyze the contextue
effect, we consider only nddistractor trials (i.e., ,T* blocks) from each run. Adaptation part of
the distractor run (within interval denoted by red dashed line), which contained bot
distractor- and no-distarctor trials, is preceded ad followed by nodistractor trials only (14
pre-adaptation trials, and 28 post-adaptation triak) to allow analysis of buildup and decay ¢

adaptation.
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To distribute target locations uniformly in tim@chtions of targets within a run
varied pseudorandomly, specifically as a sequehpermnutations of all possible target
locations (separately for distractor and no-distnatrials). To analyze the time course
of adaptation, run was divided into smaller pagBed subruns, representing repeated
presentations of the target from specific locati®imce the analysis is primarily focused
on no-distractor trials, the number of subruns aBs® determined by repeats of no-
distractor targets. However, the total number ofdistractor targets differed between
distractor runs and baseline. In order to unifyntheve chose fixed number of subruns
shared for both types of runs. The number was basedimber of repeats in distractor
runs. Repeats within no-distractor run were unifgrdistributed among these bins such

that the temporal order was not violated and validsn each bin were averaged.

To examine the spatial aspects of contextual giagtiwe restricted the locations
from which targets in distractor trials could beegented (i.e., we changed the spatial
distribution of the context). Threeontext configurations were used (for speakers

ordered from left to right; see Figure 11):
» 1-3 context: context restricted to speakers 1,2,3
» 5-7 context: context restricted to speakers 5,6,7

e 1-7 context: context restricted to speakers 1-3&iddlabel ,1-7 context”

was used instead of ,1-3 & 5-7 context” for simigktion).

Locations to which the context is restricted inaatigular run will be referred to as
“on-context locations” (locations 1-3 for 1-3 coxtte5-7 for 5-7 context), while the
remaining target locations will be referred to a$f-tontext locations” (locations 5-7

for 1-3 context and 1-3 for 5-7 context).

We also manipulated thecation of the distractor relative to subject’s frontal
median plane (i.e., relative to straight aheadhjgishree possible locations: 0°, 45°, or

90° (i.e., frontal, intermediate, or lateral dista, respectively).

In order to test localization in both hemifields,e wnanipulated also the
orientation of the subject relative to the speaker array,gisither orientation towards
left-most speaker (all target locations to the tighthe listener), or towards the right-
most speaker (all target locations to the lefthef listener).

Context configuration, distractor location and &ebip orientation were fixed

within a run.
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Taken together, there were 20 types of runs inetkgeriment: 2 orientations
(left/right) x [3 distractor locations (0°, 45°, 90x 3 context configurations (1-3

context, 5-7 context, 1-7 context) + baseline run].

Experiment was structured into 6 sessions. Eackisesonsisted of 10 runs,
including all combinations of distractor locatiomda context configuration, and
baseline. Orientation changed after each run wahsession, such that possibly induced
perceptual changes on underlying spatial representavould not transfer between

successive runs.

Experiment was balanced such that each type ofvaspresented equal number
of times. Structure of the experiment is summarindéigure 5 and Figure 6.

experiment
\ 4
session
baseline run distractor run
] v v
no-distractor trial no-distractor trial distractor trial

Figure 6 Schematic view of the experiment structur@epicted as ébreakdown of higher structural
blocks into smaller structural blocks. Experiment consists of sessions. Sessions consistuns of
two types: baseline and distractor run. Runs consiof trials, either of only no-distractor trials (a

baseline run), or both no-distractor trials and digractor trials (a distractor run).
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Before each run, subject was informed about camstiin following run
(orientation relative to the speaker array, locatd the distractor, type of the run —
distractor/baseline, context configuration). Refeeesigns were placed in the room for
the two orientations to help subjects properly mriheir seat according to instructed

orientation.

3.2.1.6 Data analysis

Before any analyses, data were statistically piegseed. A median was computed
from all responses satisfying specific combinatdrtonditions (context configuration,
distractor location, orientation, trial type (desttor / no-distractor, target location)). All
responses from this group which were more thanap@it from the median (to either
side) were considered as outliers and excluded fuother analysis. Moreover, data
known to be associated with technical errors wése excluded. Overall, excluded data

represented approx. 3% of all data (when pooledsacall conditions and subjects).

Responses for the two subject’s orientations redatdo the speaker array were
approximately symmetrical, therefore the data fobjsct facing right-most speaker
were mirror-flipped and averaged with data for seabfacing left-most speaker. If not

specified differently in graphs, all analyses aegfgrmed on these averaged data.

For the analysis of the contextual effect, onlydistractor trials were considered
from both types of run. By the term ,contextualeetf’ we will refer to difference
between responses on no-distractor trials from tatiap part of distractor runs
(supposed to be affected by context of interleadisttactor trials presented within a
run) and responses in baseline run, see Figurd Botl specified differently, only
subruns 4-8 are considered (instead of 3-8 reptiegewhole adaptation part), because

the contextual bias might require time to build up.

All figures (if not specified differently) show awgs-subject mean and across-
subject standard error of the mean. Target locationthe figures are labeled by
numbers 1-7 representing azimuths 11.25° — 78Wif1,11.25° step.

Data were subjected to repeated measures anafygasiance (further in the text
only referred to as ANOVA), and Box-Geisser-Grearggcorrection was applied. We

report uncorrected degrees of freedom for F-vadunescorrected p-values.
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3.2.2 Results

Before analysis of the contextual effect, we wiisdribe localization in general,
l.e., compare responses with actual target locatigiigure 7) for each of the three
distractor locations (depicted by triangle abowexraxis).

In baseline run (orange line), subjects tendecdhtft their responses towards the
center of the response range (positive bias fgetdocations #1-3 and negative bias for
locations #5-7). This effect can be given for exlmipy the fact that subjects were
aware of a possible range of responses, and, diranabout target location, rather
responded towards the center of the range than #&way it. Responses tend to be
skewed also in conditions with context (pink, blaled yellow lines have negative
slope). Similarly to [64], context of distractoials affected interleaved no-distractor
responses, which can be observed either by congpaesponses for the different
distractor locations (similarly to how contextuffieet was computed in [64]; compare
lines of the same color between the three panel€pmparing responses in context
conditions relative to baseline condition (how tomtextual effect will be computed in

current study; in each panel compare pink, yellog blue lines with orange line).
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Figure 7 Bias relative to actual target location as function of target location. Three panels show
data separately for each distractor location: fronal, intermediate and lateral (panels from left to

right, respectively). Distractor location is indicaed by triangle above x-axis.
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In order to verify whether the contextual effecsetved here is similar to what
was observed in [64], the difference between respoin context of frontal vs. lateral
distractor is plotted and compared to analogousdidrom previous study [64] (Figure
8; compare solid lines in both figures). The magphét of the difference is roughly
around 7°, which is similar to what was observedG#]. The spatial pattern of the
observed effect is also very similar between the studies, suggesting that they are
describing the same phenomenon. The differencen iboth figures positive, what
indicates that no-distractor-trial responses intexinof frontal distractor are relatively
farther from straight ahead than no-distractor-triesponses in context of lateral
distractor. However, effect computed this way doesspecify how the presence of the

context affects responses compared to “normaliketadn”.
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Figure 8 Contextual bias computed as a differencedtween responses on no-distractor trials in
context of frontal vs lateral distractor, from Kop¢o et al. study [64] (panel A, reprinted from
Kop¢o et al. [64], with permission of the first author)and from current study (panel B). Across-
subject mean and within-subject (panel A) or acrossubject (panel B) standard error of the mean

are plotted. Data from current study are comparableto solid lines from [64].

To analyze the effect relative to normal locali@atiwe computed the difference
between no-distractor-trial responses “with coriteahd responses of “normal
localization” in baseline condition (Figure 9). Fadf distractor locations and all context
configurations, context induced bias away from dm&ractor. The magnitude of the
contextual bias and its spatial pattern differetivieen the conditions.

Forintermediate distractor (central panel), context on both sides of the dcsar
(yellow line) induced no (target locations 1-3) @mly small (target locations 5-7)
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contextual bias away from the distractor. This mas not significantly different from
baseline condition. Context only on one side of dsractor induced bias of up to
approx. 7° at on-context locations (locations 168 pgink line and 5-7 for blue line),
which generalized also to neighboring location #jlevalmost no contextual bias was

observed at other off-context locations.

For frontal distractor (left panel), 1-7 context (yellow line) inducedabi of
approx. 7°, which decreased with increasing angdiatance from the distractor.
Context presented only on near locations (pink) lovefar locations (blue line) induced
bias with more complicated spatial pattern (desctibater in the section), however,
when the bias is compared to bias in 1-7 contertition, the pattern is more clear: at
off-context locations, the responses are the sasni@ 4-7 context, but at on-context
locations and neighboring location 4, the resporaesshifted relative to 1-7 context
condition towards the side at which the distradargets were presented (pink line
separates from yellow line at locations 1-4 andeblime separates from yellow at
locations 4-7). It results into overally smallembextual bias induced by near-context

compared to far-context.

Similar pattern of contextual bias, even though I[Enan magnitude, than for
frontal distractor was observed also for thteral distractor (right panel),with 1-7
context causing contextual bias largest near thgagitor location and decreasing with
increasing distance away from the distractor anth vlhhe two half-range context
conditions separating from the whole-range contxtdition (note that since the
distractor was at the opposite side, near-contertliion is now represented by blue
line and far-context by pink line). The separatisrsmaller than for frontal distractor,

since even 1-7 context condition induced much ssnaiks.

In order to compare the effect of the distracta@atomn on contextual bias, we will
consider only distractor locations DO and D90. Welwded condition D45 due to the
fact that different region relative to the distmctocation was examined than for DO
and D90 conditions (region to both sides of thdraedor compared to larger region
only on one side of the distractor), and this milghate influenced the contextual bias.

Larger bias was observed for frontal distractontfwa lateral distractor.
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Figure 9 Contextual bias computed as a differenceetween responses on no-distractor trials in
distractor runs versus responses in baseline, pla&t as a function of actual target location (relatie
to straight ahead). The three panels show a condith with frontal distractor (panel A),
intermediate distractor (panel B) and lateral distractor (panel C). Distractor location is indicated

by a triangle above x-axis.

Since the spatial pattern of the contextual bias similar for frontal and lateral
distractor conditions, we averaged the data adhessvo conditions (Figure 10). When
context was presented near the distractor (pin&),lithe magnitude of the effect was
generally very small (less than 2°). A tendencyamig a specific spatial pattern can be
observed: the responses to targets closest to itheador were shifted away from
distractor and the shift decreased with increagdigiance of the target from the
distractor. At off-context locations the contextlghs again rises to approx. 2° and is
constant for all off-context locations. Howevergedo the small magnitude of the biases

for this condition and large standard errors ofrttean, this spatial pattern is doubtful.

When context was presented far from the distrailre line), the magnitude of
the bias was higher than for near-context conditidnoff-context locations, it was
approx. 7° (and again, constant), and at on-contezations it decreased with

increasing distance from the distractor to app46x.
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Figure 10 Contextual bias as a function of targetocation relative to distractor (increasing numbers
indicate increasing distance from the distractor),averaged across frontal-distractor- and lateral-
distractor condition. The three lines show three catext configurations: with context near the

distractor (pink line), far from the distractor (bl ue line), or both (yellow line).

Data were subject to repeated-measures ANOVA wditiofs of context (3
distractor locations x 3 context configurations asdline) and target location (1-7),
which revealed significant main effect of contexf {s=16.73, p<0.01), significant main
effect of target location ¢z:=16.10, p<0.01) and significant interaction between
context and target locationgf3,6=6.58, p<0.01). Significance of a target locatiaotbr
points to centrally “skewed” responses alreadyudised before. Significant main effect
of context confirms that context affects respon&esrwise comparisons between the
“baseline” level and other levels of the factor text found that following levels
significantly differ from baseline condition: DOB-context (blue line in left panel of
Figure 7); DO:1-7 context (yellow line in left pdr@ Figure 7) and D45:5-7 context
(blue line in central panel of Figure 7). No di#face between D45:1-7 context and
baseline was found, what suggests that when cont@xion both sides of the distractor,
no bias was induced. Significant interaction betwemntext and target location
supports already mentioned observation that diffetgpes of the context lead to

different spatial patterns of responses.

In order to compare the contextual biases indugeditberent types of context,

ANOVA was performed also on data in a form of ategtual bias (as in Figure 10, but
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separately for each distractor location), with dastof distractor location (DO, D90),
context configuration relative to distractor (1-8ntext, 5-7 context, 1-7 context) and
target location relative to the distractor (1-7)grfficant main effect of context
configuration (£ 1+/11.66, p<0.01) and main effect of distractor lamat(F, =7.55,
p<0.05), and significant context configuration kgt location interaction (ks+~4.82,
p<0.01) was found. Significant main effect of conteonfiguration suggests that far-
context configuration induced larger bias than +omatext configuration. Significant
main effect of distractor location suggests that¢bntextual bias was larger for frontal
distractor compared to lateral distractor. Sigaifit interaction between the context
configuration and target location shows that défércontext configurations induced

different spatial patterns of contextual bias.

3.2.3 Discussion

The context of distractor trials induced a biasrésponses on interleaved no-
distractor trials, similar to bias observed in poex¢ study [64]. Here we provided a
baseline run as a reference, which allowed compaiié$ responses relative to “normal
localization”. It was found that the context of tdistor trials causes bias in responses
away from the distractor. The contextual bias galimss from the region in which it
was induced also to other locations, but the patéthe generalization is not constant
across all target locations (as a simple shift lné spatial map) but has more
complicated spatial pattern. The generalizatiorihef effect to locations between the
distractor and the distractor-targets is clear, énaw, the generalization from near-
distractor locations to farther locations is doubtiue to overally small magnitude of

the effect and large standard errors in the measebi

In hypothesis Hla, we predicted that the contexhiat will be larger when
distractor-targets are presented near the distrazimpared to when they are presented
farther away from the distractor. The location bé tdistractor-targets affected the
contextual bias, but contrary to H1, the near-cdantiended to induce smaller bias than
far-context.

Hypothesis H1b predicted that no contextual eff@titbe observed when targets
in distractor trials will be presented on both sidé the distractor. The results were

consistent with this hypothesis.
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Hypothesis H1lc predicted that the contextual bidk imcrease with increasing
angular distance of the distractor relative toightaahead. This hypothesis was not
confirmed, since the lateral distractor caused dimallest biases among the possible

distractor locations.

Interestingly, the largest bias (when only neatrdidor context configuration is
considered) could be observed for the intermedlietieactor. The reason for this effect
Is not clear. However, intermediate distractor ¢oon differed from the frontal and the
lateral distractor conditions not only by locatiohthe distractor relative to subject’s
straight ahead, but also by location of the distracelative to the speaker array. For
frontal and lateral distractor conditions, the idistor was at the side of the array, while
for intermediate distractor location, the distract@s at the center of the array. While
with distractor at the center of the array, thecspeould ,stretch” freely to the side,
with distractor at side the stretching might bertetacted by presenting only the no-

distractor targets at locations farther away fromdistractor.

In summary, the results are in some aspects nosistent with proposed
explanation of the contextual effect based on Hists localization strategy and
alternative explanations need to be considered @texnative explanations will be
discussed after also the data from the Experimemé 2nalyzed).

3.3 Experiment 2

In this experiment, we will examine possible neurapresentation of the
contextual effect.
3.3.1 Methods

If not specified differently in subsequent sectioseme methods as in experiment

1 are used.

3.3.1.1 Subjects

Ten normal-hearing subjects (8 males, 2 femaledjcgeated in the experiment.
Their age ranged from 21 to 28 years.

3.3.1.2 Setup

Experimental setup is the same as in the Experihezxcept that two side-most

speakers are not used in this experiment, i.eakgpearray spans an area of 67.5°
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(Figure 11). In current experiment, distractor ivagys in the middle of the/speaker
array, while possible target locations and contextfigurations remain the same as in

Experiment 1.

3.3.1.3 Procedure

Experiment was structured into four approx. 1.5¢hoag sessiorns consisting of
distractor runs and baseline run. Both types of reonsisted of 259 trials. Distractor
runs were divided into pre-adaptation- (14 trialjlaptation- (224 trials) and post-
adaptation (21 trials) part.

The same threeontext configurations as in Experiment 1 were used (for

speakers ordered from left to right; see Figure 11)
» 1-3 context: context restricted to speakers 1,2,
» 5-7 context: context restricted to speakers 5,6,7

» 1-7 context: context restricted to speakers 1-3%ddlabel ,1-7 context"

was used instead of ,1-3 & 5-7 context" foy simigkition)

1-3 context
5-7 context
1-7 context

Figure 11 Experimental setup. Distractor/position $ indicated by filled loudspeaker. Labeled
loudspeakers indicate possible target locations (t®that speaker 4 is used as a distractor and also
as a target). Black arrows indicate two possible &ject orientations re. speaker array (medial or
lateral, while only one of the lateral orientationsis shown). Arrows above the speaker array show 3
possible context configurations, whic
are presented: speakers {1,2,3}, {5,6,7}, or {1,2536,7}.

represent tmtions from which targets in distractor trials
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To examine whether contextual plasticity operateswuch representation in which
the space is non-uniform, we varied also orientatibthe speaker array relative to the
subject: medial (0°) vs. lateral (-90° or 90°), ségure 11.

Context configuration and subject’s orientation evigxed within a run.

Taken together, there were 12 types of runs ire#periment: 3 orientations (0°/-
90°/90°) x [3 context configurations (1-3 context/ context, 1-7 context) + baseline

runj.

Within each session, only 2 orientations were y$exhtal and one of the lateral
orientations) resulting into 8 types of runs witlsession (2 orientations x [3 context
configurations + baseline]) Orientation within seaschanged from run to run. Also

lateral orientation -90° and 90° changed from s#s&) session.

Before each run, subject was informed about canstiin following run
(orientation relative to the speaker array, typeth@d run (distractor, no-distractor),
context configuration (left half of the array, righalf of the array, whole array)).
Reference signs were placed in the room for aflti@ations to help subjects properly

orient their seat according to actual orientation.

3.3.1.4 Data analysis

No outliers were excluded from the data except daors due to technical
problems (approx. 0.06% of all data). Responsescandition with two lateral
orientations (-90° and 90°) were approximately sytroal, therefore the data for
subject’s orientation to the right of the distracteere mirror-flipped and averaged with
data for subject’s orientation to the left. If nspecified differently in graphs, all

analyses are performed on these averaged data.

If not specified differently, only subruns 4-10 arensidered (instead of 3-10
representing whole adaptation part), because theextmal bias might require time to
build up.

All figures show across-subject mean and acrosgsulstandard error of the

mean.

Data were subjected to repeated measures ANOVA.-@agser-Greenhouse
correction was used, which adjusted degrees ofiémee We report uncorrected degrees

of freedom for F-values and corrected p-values.
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3.3.2 Results

Figure 12 shows responses relative to actual talggdtions. Responses in
baseline tend to be slightly shifted towards thateeof the speaker array (note positive
bias for locations to the left of the distractodaregative bias for locations to the right
of the distractor), similarly as in Experiment ledponses in context conditions tend to
follow this trend, but in addition they are alterdge to specific context configuration.
This shift towards the center of the speaker aisaynore pronounced for lateral
orientation, especially for targets behind inteahwaxis (see negative bias for target
locations #5-7 in the right panel of Figure 12)rdeabias for targets behind interaural
axis is most probably caused by increased fronk-lmmfusions, or by method of
responding (more effort required to point behingkiaural axis). However, differences
between context conditions are similar for botlentations, suggesting that the bias for
targets behind lateral axis does not influence hiogse responses were affected by
context. In other words, even though the patternredponses does not perfectly
correspond with actual target locations and isaratkewed for lateral orientation, we

can analyze the contextual effect independently.

medial orientation lateral orientation
5= 10 5
5 g
® > 5
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Figure 12 Bias relative to actual target location a a function of actual target location identified ly
speaker number. Left sub-panel denotes medial ori¢ation (subject is facing target location #4),

right panel lateral orientation (subject is facing-90° relative to target location #4).
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To analyze the contextual effect, we computed tles lvelative to baseline
condition (Figure 13). Since the different contednfigurations induced similar
patterns for both orientations (see ANOVA furthethis section), we averaged the data

across the two orientations (right panel of FigLeg

Contextual bias was induced mainly in subregiomfrahich the context was
presented (1-3 context induced bias at target imtat#1-3, 5-7 context at target
locations #5-7, 1-7 context at locations to bottesiof the distractor). The direction of
the bias at on-context side was away from the atitdr (i.e., towards the side with
distractor trials) and its magnitude was larger nvhentext was presented only on one
side of the distractor compared to when context arasoth sides of the distractor.
Contextual bias induced on one side of the distraadso generalized to middle location
#4. With increasing distance of the target locatielative to on-context locations, the
contextual bias decreased to negligible valuesohtaptly, even though generalization
of the bias to off-context locations was very smidé bias had the same, not opposite,
direction as at on-context locations (i.e., towatdsside with the context), and this was

valid not only for frontal but also for lateral entation.

These contextual bias data were subjected to reghegatasures ANOVA with
factors of orientation (medial, lateral), conteshtiguration (1-3, 5-7, 1-7) and target
location (1-7). ANOVA revealed significant main @ft of context configuration
(F21630.16, p<0.01), and significant main effect ofgtr location (Es+~15.58,
p<0.01). No significant interaction between conteatfiguration and orientation was
found, suggesting that different context configuarag induce similar contextual bias for

both orientations.

According to the observation, that the contextuefices mostly responses on
spatially coincident targets, we restructured tksponses into three groups: ON-
context, OFF-context, and ON-context-ALL group, gpecifically focus analysis on
how context influenced locations from subregionnfravhich it was, or was not,
presented. The ON-context group contains respamséagrgets from locations at which
in the same run also half-range context was prede(ite., locations #1-3 for 1-3
context, #5-7 for 5-7 context). The OFF-contextugraontains responses on targets
from locations at which no context was presentedhduhalf-range context run (#1-3
for 5-7 context, #5-7 for 1-3 context). The ON-@itALL group contains responses
on targets when context was presented at both eidéee distractor (#1-3&5-7 for 1-7
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context). Target location #4 was excluded from #nalysis. These coincidence groups
were created separately for left and right sidérsgion) of the distractor, and for each

orientation.
medial orientation lateral orientation awerage across oriernt.
(facing target loc. #4) (facing -90° re targ. loc. #4)
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Figure 13 Contextual bias, computed as a differencketween responses in context conditions and
baseline condition, as a function of actual targelbcation, for medial orientation (left-most panel),

lateral orientation (central panel), and averaged eross orientation (right-most panel).

Since the contextual bias was approximately theesén all locations within
particular coincidence group (compare biases foloehtions at the left, or at the right
side of the distractor), data in each group werrayed across them. Data structured
this way show the effect of the context more cledRigure 16). When target was
presented from ON-context locations, response vieset) approx. 6° away from the
distractor. When context was on both sides of tegattor (ON-context-ALL), the bias
was only approx. 2°, and when target was preseimted OFF-context region, only

negligible bias was observed.
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Figure 14 Contextual effect for three groups of dat according to target-context spatial coincidence,
averaged across subregion (left medial, right medialeft lateral, right lateral) and target locations
within a subregion (#1-3). Positive bias (labeledsa‘towards on-context side”) for ON-context-all

condition represents bias away from the distractor.

Data were averaged across azimuth within a submegial were subjected to
three-way ANOVA with factors of orientation (medidteral), subregion (left, right),
and target-context coincidence (ON-context, OFRexdn ON-context-ALL), which
revealed significant main effect of the target-eomtcoincidence (Fs=14.64, p<0.01)
and significant main effect of subregion §€12.82, p<0.01). Main effect of subregion
indicates that the contextual bias is generallgdarat one side of the distractor
compared to the other. The reason for this is te@rcHowever, the difference is less
than 2° (not shown) and hence, we will not analyzerther. On the other hand, no
effect of orientation was observed, suggesting that magnitude of the observed
contextual bias is similar for both orientationsairi®ise comparisons between
coincidence groups found that ON-context group iBgantly differs from OFF-
context, and ON-contex-all group.

3.3.3 Summary and discussion

In hypothesis H2a we predicted that context preskah one side of the distractor
will shift all locations in the same direction, ftwoth orientations of speaker array
relative to subject. Context presented on one sfdibe distractor induced contextual
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bias in direction away from distractor. This biagsmnduced mainly at on-context
locations but it generalized also to neighboringatmns, such that contextual bias had
the same direction as at on-context side (towandsside with the distractor targets).
This was observed not only for medial but alsol&teral orientation, supporting our

hypothesis H2a.

Another expectation about the pattern of contextighs in Cartesian
representation was that no contextual bias wilbbserved when context is placed on
both sides of the distractor, because biases frpposite sides would cancel out, and
this was expected for both frontal and lateral agon (hypothesis H2b). This seems
not consistent with results, because some bias #arigh smaller than for half-range
context conditions, was observed also for wholeeacontext condition. However, if
we consider that the contextual effect did not galiee to all locations, only to closer
ones, biases induced by context from opposite swesld be expected to only
suppress, instead of cancelling out each others Ehiconsistent with results, again
supporting hypothesis H2b. Another reason for lobi@ses might be that for whole
range context, the distractor targets were predeaatteach distractor-target location less
frequently than in half-range context (because kequaber of distractor trials was
divided into 6 locations, instead of 3, as in halfige context). This indirectly shows
that contextual bias might depend on frequencyre$gntation of distractor trials, as we
already reported in another study [94].

Hypothesis H2c predicted that the contextual effeititbe larger for lateral than
for frontal orientation. Even though subjects’ r@sges were more accurate (relative to
actual target locations) when the tested regiospate was at front compared to when it
was at the side, the contextual effect did not igantly differ among the two
orientations, which is not consistent with hypothdd42c. This suggests that the effect
operates on such representation in which spa@presented uniformly across different
locations or simply that the contextual effect &sé&d on other mechanism than the one

assumed in hypothesis.

Altogether, results indicate that contextual efi@oes not operate on earlier stages
of spatial auditory processing, at the level onalhhinaural localization cues ITD and
ILD are processed, but on a later stage of proegssvhere space is represented

cartesially.
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3.4 Follow-up analysis: context and accuracy of res  ponses

Results from the two experiments indicated possiblederlying neural
representation of the effect, but they did not axpWwhy the effect occurs, since its
relation to the listener’'s localization strateggrstming from an effort to separate the
distractor from the target was not supported. Ia gection, we will consider another
possible explanation of the effect.

This explanation is based on the temporal profileesponses within a run (i.e.,
how responses evolved during a run; see Figureltl&hows that responses in baseline
condition, which were expected to be relativelybktafor particular target location,
actually in some conditions (especially laterakotation of the listener relative to the
speaker array, shown in the figure) drifted durihg time course of the run towards
subject’s straight ahead. On the other hand, resg®omn context conditions, even
though initially biased due to context (in th® 8ubrun, in which the distractor trials
were first presented) remained approximately caristahile the context was provided
(until 10" subrun). Baseline drift might be caused by theé that subjects had their eyes
closed and hence they lost visual feedback, orHarsd which helped to define the
boundaries of the tested spatial region. In digtracuns, repeated presentation of
distractor from the same and a priori known locat{and possibly also the repeated
presentation of distractor targets) might alsoaacan anchor, relative to which subjects
judge the location of other sounds. In other womdstead of absolute localization, in
which the location of the sound is judged accordmglD and ILD values of the target
sound, and which seems to undergo temporal drifbjests might use relative
localization, in which the sound is localized raflatto ITD and ILD of the stable
location of the distractor (and possibly also ddtidictor targets). Hence, after initial
inducement of a bias in responses, context miglpt tee“fixate” the spatial auditory

representation.

In order to test the hypothesis that context impsovmentioned aspects of
localization, we focused on other measures of ipa@bn accuracy except for how
responses are biased relative to actual targetidmsa specifically on: 1) correlation of
responses with actual target locations, and 2)dstahdeviation of responses for
particular target location.

We hypothesize that:
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Hypothesis H3a: Context will improve correlation of responses with actual
target locations.

Hypothesis H3b: Context will decrease standard deation in responses for a
particular target location.

Data from Experiment 2 were used in this analyBiata were subjected to
repeated measures ANOVA. Box-Geisser-Greenhouseeatmn was used, which
adjusted degrees of freedom. We report uncorred¢gplees of freedom for F-values
and corrected p-values.

temporal profile of responses: lateral orientation; averaged across target locations 1-3
20 T H T T T T H T

1-3 context
baseline

15| i

to the right _,

10l |

bias relative to actual target location [°]

-15 | i

~ tothe left

o
N
IN
o
®
=
o
=
N
=
~

subrun

Figure 15 Temporal profile of responses (bias relate to actual target location as a function of
subrun number) for lateral orientation, target locations #1-3 (averaged across target locations). Red
dotted line indicate beginning and the end of thedmptation part of the run.
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3.4.1 Correlation of responses with actual target|  ocations

Pearson product-moment correlation coefficients CBetween actual target
locations and subject’s responses on no-distragtds from subruns 4:10 (same as in

previous analysis of biases) were computed sepafatecsach run.
Runs with very low CC (below 0.3) were excludedlydwo runs altogether).

Before performing analyses, we transformed theeshf correlation coefficients
by Fisher Z-transform (Equation (1), in whikchis natural logarithm functiorartanhis
inverse hyperbolic tangent function, ants sample correlation coefficient). The reason
for applying the transformation is that the sampldistribution of CCs is not normal,
i.e., as values approach values 1 or -1, they becekewed and averaging and
comparisons of different values of CCs could leadntisinterpretations. Fisher Z-
transform changes sampling distribution to normad s&enables further statistical

processing of correlation coefficients.

z= %ln (g) = arctanh(r) (1)

In general, correlations between actual targettiocs and subjects’ responses
were high when subject was oriented towards thaaespeaker medially (around 0.96)
but were lower when he/she was oriented lateralfguynd 0.8; Figure 16). In analysis
of bias for lateral orientation, it was revealedttBubjects had problems with localizing
targets presented behind interaural axis — theipaeses were skewed towards the
center of the speaker array (see subchapter 3.8riaxgnt 2, Figure 12), what is the

reason for lower correlation coefficients for |aleorientation.

Even though CCs differ between medial and latengntation, the difference in
CC between baseline and other condition within same orientation are similar for
both orientations (compare orange line to othexdim medial and in lateral orientation
in Figure 16). Two-way ANOVA with factors of oriaatton (frontal, lateral) and
context (1-3 context, 5-7 context, 1-7 contextefiag) revealed significant main effect
of orientation (fg=341.74, p<0.01) and main effect of context ££5.52, p<0.05).
Pairwise comparisons showed that baseline signifigadiffers from each condition

with context.
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Figure 16 Correlation coefficient as a function oubject’s orientation relative to the speaker array
for different context conditions. Data were transfemed by Fisher Z-transform, averaged across
repetitions and then plotted. The values on y-axigere transformed back from Fisher-transformed

values to values of correlation coefficient, allowig easier interpretation of results.

Contextual effect is plotted in Figure 17. Sincerthwas no difference in effect of
the context between the two orientations, data \@eeeaged across orientation. Context
improved correlation coefficients in comparisorbtseline, but no significant effect of
context configuration was found. Hence, contextronpd correlation of responses with
actual target locations, not depending on whereinldecing distractor-targets were

located.

Correlation coefficients computed so far considemdmble target locations range
and did not allow us to compare whether the cordéfeicts only subregion in which it
is presented or also other locations. Thus, weopad subregion analysis (analogous
to the one applied on contextual bias already dised before), in which we divided the
data from distractor runs into ON-context, OFF-eait and ON-context-ALL groups,
and computed correlation coefficients only fromgédr locations within specific

subregion (left or right, speaker 4 was excluded).

Figure 18 shows CCs computed according to the gidreanalysis. CCs are in
general smaller than in previous analysis in wlattharget locations were included for
computation of the CC (compare CCs in Figure 18igsire 16). The decrease in CC is
given by a property of CC, according to which dasieg the range of one of the

variables leads to decrease in the correlatiorficceit [65].
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Similarly to previous analysis, CCs are bettemf@dial orientation than for lateral
orientation (compare left vs right panel in Figu®) and are very low especially for
target locations behind interaural axis (only appr®.1), as already discussed

previously.

0.2

0.18 - .

0.16 - 1
0.14 f
0.12 - .

0.1

baseline

-Z

0.08 -

4

0.06 -

0.04 -

0.02

1-3 context  5-7 context 1-7 context average
context configuration
Figure 17 Contextual effect computed as a differemcin transformed correlation coefficients for
different context configurations and a baseline cadition, averaged across orientation. Right-most

bar shows average across the three left bars.

medial orientation lateral orientation
0.9+ 0.9
I ON-context
i l//H OFF-context
0.8¢ i', 0.8 ON-context-all
5 [ S baseline
o S
© ¥ ©
S 0.6 S 0.6
c £ c
S i ON-context 2
o 04¢ OFF-context © 0.4
8 ON-context-all 8
0.2 baseline 0.2 \
0 0
in front of int.axis behind int.axis
1-3 5-7 1-3 5-7
subregion subregion

Figure 18 Correlation coefficient for medial (left panel) and lateral (right panel) orientation, for

different subregions.
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Since for locations behind interaural axis subjeetsaved differently than in other
subregions and their responses did not correldteagtual target locations, data behind
interaural axis were excluded from analysis. Factrbregion and orientation were
restructured into new factor subregion with thexeels: 1-3 medial, 5-7 medial and 1-3

lateral.

Remaining data were subjected to two-way ANOVA wéhtors of subregion (1-
3 medial, 5-7 medial, 1-3 lateral) and context gr¢g@N-context, OFF-context, ON-
context-all, baseline). Significant main effect sfibregion was found {ks=9.72,
p<0.01), which only reflects the fact that CCs wa@se for lateral data. Even though
not reaching significance when Box-Geisser-Greesbaorrections were applied, only
without them, main effect of context group was atdserved, with ON-context and
ON-context-all groups significantly different frorbaseline. Figure 19 shows the
contextual effect for different context groups agad across subregion. The context
increased correlation coefficients at ON-contextd @DN-context-all groups, while

almost no effect is observed for OFF-context data.

0.16 |
0.14 I |
012 | 1
01 | [ |
0.08 |
0.06 1

0.04 8
0.02 - 8

baseline

- cor. coeff

cor. coeff.

-0.02 + 8

ON-context ON-context-all OFF-context
context group

Figure 19 Contextual effect as a difference in CCbetween conditions with context and baseline
condition for different context groups, averaged amss subregions 1-3 medial, 5-7 medial and 1-3

lateral.

3.4.2 Standard deviations of responses on particula  r target location

Standard deviations (SDs) were computed from nwoedior responses from
subruns 4:10 (same as biases and correlation cieetf), separately for each run and

target location.
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Figure 20 shows SDs as a function of target looatior both orientations and all
context conditions. SDs were in general lower wisebject was oriented medially
towards central speaker (approx. 5-6°) than whéshleewas oriented laterally (approx.
7-10°, compare left and right panel in Figure 20hat is probably a consequence of
better spatial resolution at frontal locations canegl to lateral locations (see also
chapter 2.1.7 Accuracy of sound localization). Mwer, the overall spatial pattern of
the lateral data is slightly V-shaped (when we tdaohsider left-most target location;
note that SDs increase from center to the sideehtray), what might be explained by
increased front-back confusions (increase of SOk wicreasing distance of the target

relative to interaural axis).

medial orientation lateral orientation
12 T T T T T T T T T T
JJ. L - -
10+ . B
= 9 1 1
.
S s ] ]
B
g 7 | |
% 6 | | |
% 5l | 1-3 context | |
5-7 context
4+ € 1-7 context | |
baseline
3 L _ 4
v v
2 1 1 1 1 1 1 1 1 1 1 1 1 1 1
i1 2 3 4 5 6 7 i1 2 3 4 5 6 7
target location target location

Figure 20 Standard deviations of responses as a fetion of target location for medial orientation
(left panel) and lateral orientation (right panel). Location of the distractor is marked by triangle

above x axis.

Three-way ANOVA with factors of orientation (medi#dteral), target location (1-
7) and context (1-3 context, 5-7 context, 1-7 ceitbaseline) found significant main
effect of orientation (E=34.60, p<0.01) (due to higher SDs for lateral rtaéon),
signif. main effect of target location {F~5.33, p<0.01) (due to v-shaped spatial
pattern of lateral data) and signif. main effectoftext (;.~=4.41, p<0.05).
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Signif. main effect of context suggests that conteifected also standard
deviations of responses. The contextual effeclagqnl on Figure 21. When we don't
consider data behind interaural axis, which weabl@matic also in previous analyses
of biases and correlation coefficients, the contalktends to lower SDs in the subregion
from which the context was presented, while it feishost no effect on the other
subregion (pink line is lower on the left side bétdistractor than on the ride side, and
blue line vice versa). When context was presentetbaih sides of the distractor, the

contextual effect tends to be smaller (yellow limeloser to 0).

medial orientation lateral orientation

1-3 context
5-7 context | |
1-7 context | |

st. dev - st. de'vbase"ne ]
@)
:

v v
_5 L L L L L L L L 1 L 1 L 1 L
1 2 3 4 5 6 7 1 2 3 4 5 6 7

target location target location

Figure 21 Contextual effect computed as a differemcin SDs of no-distractor responses from
distractor runs vs SDs of responses in baseline,gited as a function of target location, for medial
orientation (panel A) and lateral orientation (pané B). Location of the distractor is marked by

triangle above x axis.

These observations can be better examined by dohremalysis, with data
restructured into groups according to target-canspatial coincidence within a run (in
the same way as in analysis of bias or correlatmefficients). Data behind interaural
axis were excluded. Data in this form were subpbtbdethree-way ANOVA with factors
of subregion (1-3 medial, 5-7 medial, 1-3 later&dget-context spatial coincidence
(ON-c., OFF-c., ON-c.-ALL, baseline) and targetdtion relative to distractor (1,2,3).
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Significant main effect of subregiony(£=28.51, p<0.01), signif. main effect of target-
context spatial coincidenceyF=5.88, p<0.05) and signif. main effect of targetaton
(F2,154.63, p<0.05) (which stem from already discusdeskovations) was found. Even
though pairwise comparisons did not reveal sigaiftcdifference between baseline
versus any of the remaining levels of factor taxgwitext spatial coincidence, data
suggest that ON-context responses tend to haver IBBs relative to baseline, while
responses on OFF-context and ON-context-ALL tentdeimilar to baseline (Figure
22; with data behind interaural aixs also showme®ugh not included in analyses),
supporting the idea that context affects respomsdg in subregion in which it was

presented.

medial orientation lateral orientation

ON-context
OFF-context
3 4 ON-context-all |

) St'devbaseline [’]

st.dev.

in front of int.axis behind int.axis

1-3 5-7 1-3 5-7
subregion subregion

Figure 22 Contextual effect as a difference betwee®Ds of no-distractor trials vs SDs of baseline,

for three subregions, averaged across target locatis within the same subregion.

Given that standard deviation depends on numbesaaiples used, and since
number of samples was not the same for each condfi for distractor runs and 28 for
baseline, see chapter 3.3.1 Methods), our comperisbSDs may be incorrect. In order
to statistically compare standard deviations prgpere restricted the number of
samples in baseline to match the number of sampléistractor runs. Thus, both types
of runs were balanced and had 7 samples. To peepassible temporal effects during

the run, samples were chosen uniformly throughbetrun (specifically, 28 samples
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were divided into 7 bins, while keeping the tempanaer of the samples, and first

sample of each bin was chosen).

ANOVAs performed on balanced data revealed the safiieets as ANOVAs on
non-balanced data, except that in the first ANOMA, which different context
configurations were tested, the effect of the canteas significant only when Box-
Geisser-Greenhouse corrections were omitted#B.45, p<0.05). Moreover, in the
second ANOVA, in which an effect of target-contepgtial coincidence was tested, in
addition to main effects observed also in non-bzddn ANOVA, a significant
interaction between factors subregion and targedtion was also found {B=3.45,
p<0.05)

3.4.3 Summary

In hypothesis H3ave predicted that context will improve correlatiohresponses
with actual target locationsThe results were consistent with the hypothesifie- t
context with each of the considered spatial coméigans improved the correlation.
Another positive effect of the context was thatintproved (i.e., decreased) also
standard deviation of responses on target fromifspémcation (supporting hypothesis
H3b). Effect of the context was only small, butrsiigant. Moreover, in both of these

measures, the context tended to affect only lonatad which it was presented.

These results are consistent with the explanatiam listener use the contextual
stimuli and as an anchors in localization leadiogrtore stable responses and more
correlated mapping between responses and actugkttdocations. Since the

improvement was observed

3.5 Discussion of all experimental results

Both experiments confirmed that the context ofrdidbr trials affects responses
on interleaved no-distractor trials. The contexluiced bias of a few degrees away from
the distractor location. This contextual bias weuiced mainly at locations between the
distractor and distractor-targets (including alseirt locations), as if the presentation of
the distractor and subsequently following targe¢tshed the space between the two

stimuli away from the distractor.
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However, several inconsistencies were observeddasthe two experiments. For
example, context close to the distractor inducedds of different magnitudes between
the two experiments (approx. 2° in Experiment 1 &3idin Experiment 2). This
difference might be caused by slightly differentupebetween the experiments — in
Experiment 1, possible target locations were s#tianly on one side of the distractor,
while in Experiment 2 they were situated at bottesiof the distractor. Knowledge
about possible target locations (or, from a botigmview, activation of the neural
representation caused by presenting no-distraaergets from these locations) might
interact with the contextual effect. Another diface was in the effect of the distractor
location. In Experiment 2, frontal distractor inédc effect of approx. the same
magnitude as the effect induced by lateral distradiut in Experiment 1 the frontal
distractor induced larger biases. The reason ferdifference might also stem from

where the non-context stimuli are located.

When considering bias as the performance measueegeffect of context was
mostly negative, shifting responses away from titaa target locations (depending on
accuracy of responses in baseline condition antegbronfiguration). However, when
considering other performance measures the effembrdext was positive, resulting in
increased correlation between the actual locatiand response locations and in
decreased response variance. This indicates tegbrtsence of context resulted in a
more stable mapping between the target and resdonagons. However, due to a
persisting bias relative to actual target locatioontext cannot be considered as
improving localization in general. Additional ansity of the responses in distractor

trials could reveal more about the cause of theestinal effect.
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4 Model of contextual bias

This chapter describes the computational modei@tbntextual bias we designed
in order to explain the results from the two exmpemts. The model is based on a place
code and assumes that the context stimuli (i.straditor-targets) induce local biases in
the neural representation of auditory space. Wé tedt four variants of the model
(described later in the text), differing in the @sptions about the spatial characteristics

of the neural representation and interactions batvits units.

4.1 Introduction

4.1.1 Data chosen for modeling

The model focuses only on spatial aspects of tmtegtual effect and does not
cover other aspects of localization. Instead of elad each particular response in the
experiment, we focused on contextual bias averagedss the adaptation period and
across subjects, for different target locationsit(@ss analyzed in the experiments; see
Figure 23). The reason for considering this lak&age is that raw responses are
subjected to other factors such as, for examplge effect, in which responses on target
locations are shifted towards the center of thelspearray (observed in Figure 12), or
effect of cone of confusion, which introduces frback errors into responses, etc.
Some of these factors might be associated withifspsetup or method of responding
and are not directly related to the contextual affén order to model the pure

contextual effect, we avoided these early stages.

We also did not consider distractor location (ceader array orientation) relative
to subject as a significant factor, because the éwperiments differ in whether the
factor was significant (possible reasons are dseaisn section 3.5 Discussion of all
experimental results). And since it did not inflaerthe pattern of the contextual bias
only its magnitude, we averaged the results achasdal and lateral orientation (or
frontal and lateral distractor conditions; averagida are depicted on left-most and

right-most panels of Figure 23).

Since we also assumed symmetry of the contextaal iglative to the distractor
location, we restructured the data such that symenainditions within one experiment
were collapsed and averaged. Specifically, for Erpent 2 we collapsed the data

across the context conditions ,1-3 context“ and7,Bentext* and across left and right
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subregion for ,1-7 context‘ condition (i.e., in tgfanel of Figure 23, to get the half-
range context bias, we flipped the pink line acrgssxis and vertical axis crossing
target location 4, and averaged it with blue lizved to get whole-range context bias we
did the same for target locations 1-3 of the yellove and averaged it with bias at
target locations 5-7). Resulting biases are shawhigure 24, with yellow line showing
resulting data for whole-range context and vialeg lfor half-range context. The same
restructuring was performed also on data in D45ditmm from Experiment 1.
D0&D90 averaged data remain in the same form aBigare 23. Data in this form will

be subjected to modeling.

The three sets of the data as are depicted onadegzanels of Figure 23 but with
mentioned restructuring of data for the two leftathpanels will be modeled separately.

D45 averaged across DO and D90
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Figure 23 Contextual bias data chosen for the modeleft panel shows contextual bias from
Experiment 2, averaged across orientation and two ight panels show contextual bias from
Experiment 1, for D45 condition (left sub-panel) oraveraged across DO and D90 conditions (right
sub-panel). For more detailed description, see Expgenental part. Distractor location is marked by

a triangle above x axis.

76



FEI KKUI

Experiment 2

1-7 context; collapsed across midline avg across 1-3 & 5-7 context
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Figure 24 Contextual bias data (only Experiment 2gwn) in a form which will be subjected to the
model. Yellow line combines 1-7 context data fromysnmetric locations relative to the distractor
location and violet line combines data from 1-3 cdext and 5-7 context conditions (depicted as if
the context was on locations 5-7). Distractor locain is marked by a triangle above x axis.
Directions of the biases are labeled according toolw the context configuration is depicted on

a figure.

Factors found to influence the contextual bias @misidered in the model are:

- distractor location relative to tested spatial oeg{determines the direction of

the bias for each location)

- context configuration (affects at which of the ddesed locations the bias will
be induced),

- percentage of distractor trials within adaptatiart pof the run (affects the
magnitude of the contextual bias — higher percent#gdistractor trials leads
to larger contextual biases, as we observed irerdifit study of contextual
effect [94]).

The latter two factors can be merged into one:iglpdistribution of the context,

which signifies the proportion of distractor-targeresented from each target location.
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4.1.2 Basic structure and mechanism of the model

In general, there are two types of models of hosvatditory space is represented
in the brain, supported by neurophysiologic obs#wna: place code models and
hemifield code models (see chapter 2.3.3 Modelpladticity in sound localization),
differing in whether the location is coded by locok activity in topographically
organized array of narrowly-tuned neurons or whethés coded by comparison of
activities of two broadly tuned (left-tuned andhtiguned) groups of neurons. We
assume that the contextual effect observed in dudysis caused by frequent
presentation of the distractor and distractor-targssociated with local neural changes
(for example in sensitivities of neurons) in theatsd representation. The hemifield
code representation could not lead to contextuwsds of different directions within the
same hemifield. Instead, all within-hemifield lacais should be shifted in one
direction. Since more complicated spatial patt&inthe contextual bias were observed
in our study, even in condition in which all thevaali were within one hemisphere, we
assumed that our model does not operate on hedrdale representation of auditory

space.

Thus, we represented the tested spatial region fthm experiments by
topographically organized units centered at possthfget locations. However, even
when operating on a place code representation difcay space, the contextual effect
might use such mechanism, which does not affegt anlts with receptive fields at
distractor-targets locations (and adjanced locajidout also more distant units. This is
supported by Experiment 1 in which biases were meskalso at locations between the

distractor and the distractor-targets.

Hence, we assume that the presence of the disttacget at particular location
induces bias away from distractor at this locatiand other locations defined by
specific neighborhood function. We tested two nkeahood functions: Gaussian or
sigmoidal. Each type of neighborhood suggests rdiffiespatial mechanism on which
the contextual effect operates. Gaussian neighbdrhpoints to aplace code
mechanism, in which each unit influences only dsal neighborhood (similar to a
conceptual place-code model of adaptation describedCarlile et al. [24]), while
sigmoidal neighborhood refers to a kind of two-alelrmechanism in which each unit
influences all units to the left or to the rightatevze to some reference point given by
location of the distractor-target (the referenceapdoes not have to be median plane as
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in hemifield code representation; similar to mogebposed by Zwiers et al. [29]).
Further in the text we might refer to these mectrasi as “representations”, while
meaning representation of how the contextual eftdtects underlying place code

representation of auditory space (since hemifieldeowvas ruled out).

Moreover, even though target locations in the erpant are distributed uniformly
in space, underlying spatial neural representatioes not have to be uniform. Our
results from analysis of bias show that subjectd tedency to shift all responses
towards the center of the response range (FigureTh’s suggests that when the range
of possible target locations is restricted, repnesi@n of space at some later stage of
spatial processing pathway is non-uniform. Thiso agplied to baseline condition
which was the reference for computation of the extutal effect. We assumed that by
transforming linear space (vector of uniformly distited 7 spatial units) into nonlinear

space, model might give better results.

The aim of the modeling was to find a simple modéich would be able to
describe the data and which would consider alssiplesunderlying representation of

the effect and mechanisms it involves.

Due to the fact that a generalization of the contaixeffect was found also to

target locations farther away from the on-contexgiion, we hypothetize that:

Hypothesis H4: Sigmoidal neighborhood will providea better fit of the data

than Gaussian neighborhood.

4.1.3 Detailed structure of the model

Our model is based on topographically organizedisunépresenting spatial
locations. To simplify the model, we use such nundfaunits which is equal to number
of active speakers within an experiment (each namtesents target/distractor location).
The model has three input parameters which areetosdt according to specific

condition within an experiment:

» target locations, where i=1,...,N (fixed for both experiments present
here but allows examination of other location insgble future

experiments)

» spatial distribution of the conteg;, where i=1,...,N (signifies the number

of distractor-targets presented from each targsdtion; such that the sum
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of the numbers across all locations is scaled eorthmber representing
percentage of distractor trials within adaptati@mntpi.e., fixed at 75% in

current experiments)

* |ocation of the distractdd

Possible values of these parameters for the twerempnts presented in this thesis

are listed in Table 1.

Target Context configurationQ) Location  of
locations K) the distractor
(D)
Experiment 1 | [1,2,3,4,5,6,7][0, 0, 0, 0, 25, 25, 25], 0,4,8

[25, 25, 25, 0, 0, 0, 0],
[12.5, 12.5, 12.5, 0, 12.5, 12.5, 12|5]

Experiment 2 | [1,2,3,4,5,6,7][0,0,0,0,25,25,25], 4
[25,25,25,0,0,0,0],
[12.5, 125,125, 0, 12.5, 12.5, 12{5]

Table 1 Summary of parameter values used for modelg the data in Experiment 1 and Experiment
2.

Distractor-targets at particular target location iXduce contextual biap at
locations within neighborhood of;Xin direction to the left/right according to wheth
the location Xis to the left or to the right of the distract@eé equation (1)). The
magnitude of the bias induced by distractor-targetspatial unif will be estimated
according to number of distractor-targets at tipatial unit G. The neighborhood is
defined by neighborhood weighting function which can be either Gaussian (equation
(2a)), or sigmoidal (equation (2b)). By summingstheartial biases at spatial unit
from different distractor-target locations, we ¢je¢ overall contextual bias for spatial
unit i (equation (3)). The bias is scaled by fadt@nd increased/decreased by offset

parameteq,.
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Equations for computation of the contextual biaghvexplanation of symbols

used are stated in the text below:

N [ number of spatial units

) target location represented lif spatial unit; i,=1,...,N

D T location of the distractor

bias .............. contextual bias induced at spatait i; i,=1,...,N

Bij oo partial contextual bias inducedsafiatial unit i by distractor targets at

spatial unit j; i,j=1,...,N

Wotiiieeeeeennnnns neighborhood weighting function

G number of distractor targets ggated from spatial unit j; j,=1,...,N
K oo scaling factor

O cevvevnneeeeeenns offset parameter

weighting functions parameters:

O oo gaussian width parameter
- UUURUUR modifies shape and orientatbthe sigmoid
SR shift of the sigmoid’s infleat point relative to specific distractor-

target’s location

i,j=1,...,N
. { Cw(Xi;0,X;), forX; >D o
b —CjW(Xi;O',Xj), fOT X] <D
—(xl-—x]-)z
W(Xl-; O',X]-) =e 202 c>0 (2a)
1
—a(x_(xﬂ)) for X; <D
1+e P\
w(Xsa5%) = { 1 (2b)
orX; >D
1+e_a(Xi_(XJ'_5)> / !
e — T
bias; = k(Zj=1 bi,j) +q k,geR 3)
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Tested variants of the model differ also in whetther spatial representation on
which they operate is uniform or not. The spatitsiin the model are represented by
an array with elements stating positions of tesi@chtion in space. In uniform
representation the positions are distributed witjua¢ step. We used the simplest
notation X=[1,2,3,4,5,6,7], while the step of 1 actually egents 11.25 degrees,
according to how speakers were placed in the exgeatal setup. In non-uniform
representation, we modified the space using signforcttion (equation (4)), with
parameter®, which is the x-coordinate of inflection point @ur case set according to
the distractor location) aradpace Which controls the steepness of the sigmoid.better
comparisons of best-fit values of parameters betwaeform and non-uniform space

variants of the model, the transformed space iedda interval <1,7>.

1
Xtransf - 1+e—aspace(X—D) (4)

In summary, four variants of the model were tested:
* Gaussian neighborhood, uniform space
* Gaussian neighborhood, non-uniform space
» Sigmoid neighborhood, uniform space

» Sigmoid neighborhood, non-uniform space

Free parameters of the model that are fitted todtita are the parameters of the
neighborhood functions(for Gaussian, and ands for sigmoidal), thescaling factork
and the offseq. In the model variants with non-uniform space, aalditional fitted
parameter is the transformation parameiggce Best fit is found by iterative least
squares estimation using MATLAB function for nomar regressionlinfit. The best-
fit parameter values are found for each experirseparately. Within each experiment
the parameters are shared among different conteigarations (i.e., the parameter
values are not fitted separately for each contextfiguration. Instead the values are
found that provide the best fit across all contewnfigurations within a given

experiment).
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The procedure for finding the best-fit parametduga was performed 200 times
with random initial values of parameters set froithim reasonable boundaries to avoid
convergence to a local minimum. For each of theuktion runs, mean squared error
(MSE) was computed between best fit found and #ie,dnd the result with the lowest

MSE was chosen as the overall best-fit.

4.2 Results

4.2.1 Model with Gaussian weighting function and un iform space

In this model, the effect of distractor targetssgrged at a specific spatial upan
other spatial units is defined by Gaussian functjequation (2a)) centered at the
location of the spatial unjt An example of partial contextual biases inducethwhe

use of this function is shown on Figure 25.

sigma =1

partial bias

target locations

Figure 25 Example of partial contextual biases indced by distractor-targets at locations
#1,2,3,5,6,7 (i.e., for 1-7 context condition). Ef€t of a particular distractor-target spatial unit j on
other spatial unit is defined by a Gaussian functio centered at location defined byj, with width
defined by the parameters. The magnitude of the partial biases is defined by nitiplying the
Gaussian by input parameterC;. In this simulation, the distractor is at location#4, therefore effect
of distractor-targets #1-3 induce a leftward (negate) bias while the distractor-targets #5-7 induce

a rightward (positive) bias.

First, a simpler version of the model was usedhout the parameteay. The fitted
parameters were the width of the Gaussiamd the scaling factd. Results are shown

in Figure 26.
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sigma = 2.0338, k = 0.092807, mse = 0.12383

1-7 context; collapsed across midline avg across 1-3 & 5-7 context
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Figure 26 Comparison of the data of Exp 2 to the pdictions of the Gaussian-neighborhood
uniform-space model with fitted parameterse and k. Best-fit model parameters are stated at the
top of the figure, together with mean squared error'mse”. In both panels data are depicted in such

way that context is to the right side of the distrator.

Overall, the match between the data and the maeedigiions is good. The model
is able to fit the ,1-7 context” data well (leftqpal of Figure 26). It has a slight problem
to fit the steep slope of the half-range contexadairve between OFF-context to ON-
context subregion properly (right panel of Figu®,2but large errorbars in the data

suggest that the steeper slope of the data migbhlyea random fluctuation.

Figure 27 shows the best fit when the offset patamg was added. Adding the
offset parameter provided a further improvemenhwofit (mse=0.107 vs. 0.124, Figure
27 vs. Figure 26).

The best-fit value of parameter was quite large, such that the neighborhood
function was covering several tested target loaatiand within the examined spatial

region almost resembled a sigmoidal neighborhoagli(E 28).
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sigma = 2.0837, k = 0.097511, q = -0.27065, mse = 0.1074

1-7 context; collapsed across midline avg across 1-3 & 5-7 context
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Figure 27 Comparison of the data of Exp 2 to the pdictions of the Gaussian-neighborhood
uniform-space model with fitted parameterse, k and g. Best-fit model parameters are stated at the
top of the figure, together with mean squared error'mse”. In both panels data are depicted in such

way that context is to the right side of the distrator.

sigma = 2.0837
15F ‘ ‘ ‘ ‘ ‘ ‘ ‘ i1

partial bias

0 1 2 3 4 5 6 7 8
target locations
Figure 28 Partial contextual biases induced by disactor-targets at locations #1,2,3,5,6,7 (i.e., fdt-
7 context condition). Effect of particular spatialunit j on other spatial unit is weighted by sigmoidal
weighting function shifted by s relative to location defined by spatial unitj with its shape affected

by parameter a. The partial contextual biases are in the figure sdad to magnitude of 1.
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Figure 29 shows the Gaussian-neighborhood unifgraces model fitted to the
data from Experiment 1. The match between the mawieélthe data is much worse than
for Exp. 2. This is given by how the magnitude lé tontextual biases is computed in
the model. This magnitude only depends on the apdistribution of the distractor-
targets relative to a given location. From this npoof view, the 1-3 context
configuration and the 5-7 context configuration syenmetrical and thus the computed
biases for these locations are forced to be synwaé{icompare the pink lines in the

left-hand and the right-hand panels of Fig. 29&rethough in the real data they are not.

sigma = 2.0225, k = -0.023157, q = 4.312, mse = 4.9038

1-3 context 1-7 context 5-7 context
8
6 |
2r |

bias relative to baseline condition [°]

2+ —u— data B
———— model

4N \ v f

0123456 738 0123 456 73238 0123 456 738

target locations

Figure 29 Comparison of the data of Exp 1 to the pdictions of the Gaussian-neighborhood
uniform-space model with fitted parameterse, k and g. Best-fit model parameters are stated at the

target locations

top of the figure, together with mean squared error'mse”.

4.2.2 Model with Gaussian weighting function and no

One way of modifying the model to improve its alilio describe data from Exp.
1 is to assume that the neighborhood functionsnhatdeft-right symmetrical but that
locations towards the distractor location are affédifferently than locations towards
opposite side of the space. In addition, the sladpgbe neighborhood function might

depend on the distance of the distractor-targedtioc which generates it, from the

target locations

n-uniform space

to the right _,

~ tothe left
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distractor. In order to achieve this asymmetry m@tformed the space upon which the
neighborhood functions are generated.

Such a transformation of space is examined herag ufe sigmoid function
(equation (4)). A Gaussian weighting function frtime previous version was also used
in this variant of the model. The parameter of ighétansformatioraspacewas fitted by
the model in addition to the parameters fitted fmesly (width of the Gaussian,
scaling factork, and offsetg.) Figure 30 shows the model performance for daden f
Exp 2. Results show that non-linear transformatibspace improved fit (mse = 0.052
in Figure 30 vs. 0.107 in Figure 27). Figure 31wehe@xtent to which locations were

transformed.

sigma = 2.8112, k = 0.092012, q = -0.42828, Ay ace = -1.1063, mse = 0.052112

1-7 context; collapsed across midline avg across 1-3 & 5-7 context
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Figure 30 Comparison of the data of Exp 2 to the mdictions of the Gaussian-neighborhood non-
uniform-space model with fitted parameterse, k, g and ag.c.. Best-fit model parameters are stated
at the top of the figure, together with mean squarg error “mse”. In both panels data are depicted

in such way that context is to the right side of th distractor.
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transformed space

uniform space

Figure 31 Transformation of space with best-fit valie of parameter @pac.= -1.1063 and rescaled to

<1,7> compared to uniform space.

This variant of the model was not able to fit daten Experiment2 (Figure 32). In
the process of fitting the parameter values, thdehtended to increase the steepness of
the space modifying sigmoid such that resultinghdfarmations of space were

computationally problematic to handle and alsoreatonable (see Figure 33)

sigma = 7.4109e-008, k = 0.023979, q = 2.5648, aspace = -9.0256, mse = 4.7692
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Figure 32 Comparison of the data of Exp 1 to the mdictions of the Gaussian-neighborhood non-
uniform-space model with fitted parameterse, k, g and ag.c.. Best-fit model parameters are stated
at the top of the figure, together with mean squarg error “mse”. In both panels data are depicted

in such way that context is to the right side of th distractor.
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1 2,3,4,5,6,7
transformed space » *

uniform space

Figure 33 Transformation of space with best-fit valie of parameter apac.= -9.0256 and rescaled to

<1,7> compared to uniform space.

4.2.3 Model with sigmoidal weighting function and u niform space

In this model, the effect of distractor-targetsnir@pecific spatial unif on other
spatial units is defined by sigmoidal weighting dtion (equation (2b)) with its
inflexion point shifted relative to the locationfoed by spatial unij by s. An example
of partial contextual biases induced with use &f tanction is shown on Figure 34.

a=5,s=0
1.5F ‘ ‘ b,y
1 bip
b.
i3
0.5F
3 b
RN
I big
g 0.5} bi7
-1 4
-1.5¢ L | L L L L L 1
0 1 2 3 4 5 6 7 8

target locations

Figure 34 Example of of partial contextual biasesnduced by distractor-targets at locations
#1,2,3,5,6,7 (i.e., for 1-7 context condition). Ef€t of particular spatial unit j on other spatial unit is
weighted by sigmoidal neighborhood function shiftedby s relative to location defined by spatial
unit j with its shape affected by parameter, and scaled by scaling factok. Distractor is at location

#4. The partial contextual biases are in the figurscaled to magnitude of 1.

The best fit of the model to the Exp 2 data is siamv Figure 35. Fit achieved
using sigmoid neighborhood function was slightly reeo compared to when the
Gaussian function was used (on uniform space; coemipigure 35 with Figure 27; mse
=0.164 vs 0.107).
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The best-fit value of parametsmwas quite large, to examine it closer we plotted
partial biases (on the figure scaled to absolutkievaof 1) induced by different
distractor-targets units, see Figure 36. Lazgad shallow shape of the function caused
that partial biases on the examined region of spememble those induced by Gaussian
weighting functions (compare Figure 36 and FiguBE &uggesting that both variants of
the model are heading towards one specific reptasen of the contextual effect in

which distractor-targets affect larger region o instead of only a small local

region.
a=1.5822, k = 0.085861, g = -0.15008, s = 2.7469, mse = 0.16403
1-7 context; collapsed across midline avg across 1-3 & 5-7 context
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Figure 35 Comparison of the data of Exp 2 to the mdictions of the sigmoidal-neighborhood
uniform-space model with fitted parametersa, k, g and s. Best-fit model parameters are stated at
the top of the figure, together with mean squaredreor “mse”. In both panels data are depicted in

such way that context is to the right side of theidtractor.
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a=1.5822, s =2.7469

partial bias

0 1 2 3 4 5 6 7 8
target locations

Figure 36 Partial contextual biases (scaled to magode of 1) induced by distractor-targets at
locations #1,2,3,5,6,7 (i.e., for 1-7 context comidin). Effect of particular spatial unit j on other
spatial unit is weighted by sigmoidal weighting fustion shifted by s relative to location defined by

spatial unit j with its shape affected by parameten, and scaled by scaling factok.

Best fit of the data from Experiment 1 is depictaa Figure 37 with partial
contextual biases (scaled to <-1,1>) plotted omf@@8. This variant of the model was
considerably better in fitting the data than thggsdidal model with non-uniform space
(compare with Figure 32). Even though it did noafl spatial patterns of the contextual
bias properly (especially 1-3 context configurajianost of the trends are in the correct
direction. The main source of error of the modelthst similarly to Gaussian-
neighborhood uniform-space model, given by howntleelel is designed, the biases for
units #1-3 in 1-3 context configuration and uni&#in 5-7 context configuration are
forced to be equal (reasons already discusseddarobthe previous sections) while real
biases are not. This suggests that additional factioencing magnitude of the bias, for
example the distance of the distractor-targets fnaih the distractor location, can be
considered in the model. However, standard errbrh@ means in the data for 1-3
context configuration are quite large (see errartwdrthe left subpanel) suggesting that

the plotted pattern might not persist after morasaeements.
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a=-4.2978, k = 0.064168, g = 1.3092, s = 0.52989, mse = 1.8984
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Figure 37 Comparison of the data of Exp 1 to the mdictions of the sigmoidal-neighborhood
uniform-space model with fitted parametersa, k, g and s. Best-fit model parameters are stated at

the top of the figure, together with mean squaredreor “mse”.
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Figure 38 Partial contextual biases (scaled to magnode of 1) induced by distractor-targets at
locations #1,2,3,5,6,7 (i.e., for 1-7 context comidin). Effect of particular spatial unit j on other
spatial unit is weighted by sigmoidal weighting fustion shifted by s relative to location defined by

spatial unit j with its shape affected by parameten, and scaled by scaling factok.

4.2.4 Model with sigmoidal weighting function and n on-uniform space

Figure 39 shows the sigmoidal-neighborhood nonemmfspace model fitted to
the data from Experiment 2. The match between tbdeinand the data is overally the
best among all variants of the model examined. 83sociated transformation of space
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is plotted on Figure 40, indicating that quite Eurganipulation with space was required

to achieve the best fit.

a = 0.94737, k = 0.089737, q = -0.4063, s = 3.8399, aspace = 1.4939, mse = 0.033216
1-7 context; collapsed across midline avg across 1-3 & 5-7 context
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Figure 39 Comparison of the data of Exp 2 to the pdictions of the sigmoidal-neighborhood non-
uniform-space model with fitted parametersa, k, ¢, s and agae.. Best-fit model parameters are
stated at the top of the figure, together with mearsquared error “mse”. In both panels data are

depicted in such way that context is to the rightide of the distractor.

12 3 4 5 67

transformed space

uniform space

Figure 40 Transformation of space of space with bedt value of parameter apace = 1.4939 and

rescaled to <1,7> compared to uniform space.
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Figure 41 shows how the model performed in fittihg data from Experiment 1.
The fit was comparable to the fit when no transfation was used (compare with
Figure 37). In fact, the value of the paramedgf.ce Suggests that the space was

transformed only negligibly.
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Figure 41 Comparison of the data of Exp 1 to the mdictions of the sigmoidal-neighborhood non-
uniform-space model with fitted parametersa, k, q and ag.c.. Best-fit model parameters are stated

at the top of the figure, together with mean square error “mse”.

4.3 Summary

Table 2 and Table 3 shows summary of best-fit patamvalues for different
variants of the model tested and for different expents. Both neighborhood models
were able to describe data from Experiment 2. T¢maidal-neighborhood model was
able to describe also the data from Experimentfiwiith different values of parameters
than for the Experiment 2.

Important aspect of the data was that the contéxiies depended also on
distribution of no-distractor trials. Specificallpn whether the region between the

distractor and the distractor targets (including)“ibounded” from the side by no-
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distractor targets or whether no stimuli are pre=gnin direction in which the

perception should be shifted (this was alreadyusdised in section 3.5 Discussion of all
experimental results). Other experiments shoulgpérormed in order to understand
how and why the distribution of no-distractor tasgaffects the contextual plasticity.
Implementation of the revealed factor into the mosleould enable the model to

describe both experiments.

Currently tested variants of the model suggest #gimoidal neighborhood is
better in describing the results, supporting hypsith H4. However, different
transformations of space should be tested, or andéctor which alters the contextual
effect depending on the distance of the distraiztayets from the distractor location,
should be implemented in the model to confirm tesult.

Different neighborhood functions might provide eusgtter results. In particular,
neighborhood functions that affect only the spaetwben the distractor and the

distractor targets especially should be considerédture modeling.

o k q &pace mse
Gaussian Expl | 2.02 |-0.02 4.31 - 4.90
uniform Exp2 | 2.08 | 0.10 -0.27 - 0.11
Gaussian Expl | 0.00 |0.02 2.56 -9.03 4.77
non-uniform | Exp2 | 2.81 | 0.09 -0.43 -1.11 0.05

Table 2 Summary of best-fit parameter values for Gassian-neighborhood model.

a k q @pace S mse
Sigmoidal Expl | -4.30 | 0.06 1.31 - 0.53 1.90
uniform Exp2 | 1.58 | 0.09 -0.15 - 2.75 0.16
Sigmoidal Expl | 2.93 |-0.06 5.90 0.00 0.37 1.94
non-uniform | Exp2 | 0.95 | 0.09 -0.41 1.49 3.84 0.03

Table 3 Summary of best-fit parameter values for gimoidal-neighborhood model
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5 Conclusion

5.1 Summary of results

The thesis examined dynamic processes in auditggtiad perception.
Specifically it focused on the effect observed B4][ which was referred to as
“contextual plasticity”. This effect suggests thatalization of a target sound depends
on context in which the listeners perform the |@alon task. The context is
represented by an interleaved more complex lodaizaask, in which the target sound
is preceded by another sound (referred to as &diir’) from a known location. We
conducted two behavioral experiments examiningowarispatial aspects of this effect,
in order to understand why this effect occurs anbatwits underlying neural
representation is.

Spatial aspects manipulated in the experiments :wecation of the distractor
relative to the listener (azimuths 0°,+45° and $98patial configuration of the targets
in distractor trials (to the one side of the distoa - either close to, or far from, the
distractor; or to both sides of the distractorsteéd region of space relative to the
listener (region around frontal median plane; regiwound interaural axis; or region
between frontal median plane and interaural axis).

The contextual effect induced in our experiments wery similar to what was
observed in [64]. Presence of the contextual stinmauced biases in responses on
interleaved no-distractor trials. The magnitude tbé contextual bias (relative to
baseline condition in which no contextual trialsrevpresented) was approx. 6° and its
direction was from the distractor towards the distor-targets locations. The effect
build up very quickly after the onset of the distma trials (within approx. 30 trials; i.e.,
approx. 2 minutes) and soon after its offset betgamlecay. In the following sub-
sections we will describe the observed spatial @spef the effect and summarize the

results of the model of the contextual bias.

5.1.1 Experimental results

5.1.1.1 Effect of the distractor location relative to the listener

Effect of the distractor location relative to thsténer was not consistent across

experiments. In the Experiment 1, frontal distradgt@luced larger contextual biases
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than lateral distractor, while in the Experimenh@ difference was found. The most
probable reason is that even though the distracésr at the same locations relative to
the listener in both experiments, remaining stimukre presented from different
location relative to the distractor, which mightvhacaused the difference (in
Experiment 1 the frontal/lateral distractor waghet side of the speaker array while in
the Experiment 2 it was in its center). Thus, tffect of the distractor location is not

clear yet and another experiments need to be peefihr

5.1.1.2 Effect of spatial configuration of the targets in distractor trials

We found that the contextual bias depends on dpairdiguration of distractor-
targets. Distractor-targets presented only on dde sf the distractor caused that
responses to targets from this side were shiftealydrom the distractor, as if the space
between the distractor and distractor-targets (otiolg) was stretched towards the side.
The magnitude of the bias was not uniform acrok$oehtions. Instead, it had more
complicated spatial pattern. Importantly, resporieetmrgets from the other side of the
distractor remained unaffected by the context. Flease off-context locations, only the
negligible bias is observed at locations closesth® distractor, having the same
direction as on the on-context side, and being res@guence of generalization of the

effect from neighboring locations.

5.1.1.3 Effect of region around the listener

Magnitude of the effect did not depend on whichioegf space relative to the
listener was tested. More importantly, effect inell@t one side of the interaural axis
did not generalize to locations on the other siflethe distractor in an opposite
direction. Instead, even though only negligibleasbin the same direction as on on-
context side was observed, what suggests thaeratgs on later stages of processing at
which the representation is assumed to be supetmousst likely Cartesian (i.e.,
beyond the stage at which binaural localizatiorscuéhich use polar representation, are

processed).

5.1.1.4 Contextual effect in other measures of localization performance than
bias
If the measure of the localization performance bias, the effect of context was

mostly negative, shifting responses away from tlotua target locations (but it
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depended on the context configuration and on hawrate were baseline responses).
However, when considering other performance meassieh as correlations of
responses with actual target locations and stardiarhtion of responses for particular
target location, the effect of context was positivét increased the correlations and
lowered the standard deviations of responses. Sistgners had their eyes closed
during the experimental run, they might lose theual anchors suggesting them where
is the speaker array located and hence their reggomere drifting in time towards the
frontal locations. In distractor runs, repeatedspreation of the distractor (and possibly
also the distractor-targets) from the same locatnght act as an anchor, which, after
initial inducing of biases, kept responses morélstand more correlated with actual

target locations.

5.1.2 Model of the contextual bias

Simple computational model was proposed with a @egpto explain contextual
bias observed in the experiments. The model desctibe observed contextual biases
for a specific region of space on the basis ofiapdistribution of distractor-targets.
Specifically, the model assumes that presence straditor-targets at a particular
location induces contextual bias at this and otbeations defined by a neighborhood
function (either Gaussian or sigmoidal). Neighbarthdunctions were chosen such that
the biases would be induced more on the side ofli$teactor on which the distractor-
targets were presented and not on the other siderding to what was observed in the
experiments. Different variants of the model wessted (differing in neighborhood
function and in whether they operate on uniformigtributed, or non-uniformly
distributed spatial units), in order to examine htve contextual effect might be
represented and in order to find simple descriptoorour results.

The model was able to describe many characteristitise data, for example that
the context induced contextual biases more atitteedf the distractor on which it was
presented than on the other side, or that the teffad different magnitudes when
context was presented on one side of the distramiorpared to both sides of the
distractor. However, some aspects of the data aoatldbe explained by the model, such
as the different magnitude of the effect on on-ewntocations when the context was
near the distractor compared to when it was fartvealy from the distractor, or the

dependency of the contextual effect magnitude an drstribution of non-context
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stimuli relative to the distractor. Thus, additibparameters or should be considered in
the model, which would be able to describe thepeds of the data.

5.2 Note to the experiments

Some analyses of the experiments from this thesie wresented also in [96] and
[97]. The experiments were conducted with the haflplozef Peklansky and Daniel

Husér, who presented their analyses in their dipltmeses [72][73].

We conducted several other experiments examiniriigrent aspects of the
contextual effect. Results were presented in [9%mporal aspects) and [95]

(dependency on distractor characteristics).

5.3 Possible cause of the contextual effect and its relation to
other studies

In previous sub-sections, several aspects of théegtual effect were presented,
its possible neural representation was discusset itsn influence on localization
performance was evaluated but it was not yet sugdeghy the effect occurs.

Our discussion about the cause of the effect witistder also results of the other
experiments (not discussed in the thesis) we peddrin order to study the different
aspects of the contextual effect (even though Hobfahem statistically supported).
Their results can be summarized as follows:

The contextual effect:

tends to increase with increasing percentage dfagdi®r trials within a run

[94],

- at on-context region, it decreases with increaslistance of the target from
the distractor [94] (consistent also with currendy),

- is larger when the distractor stimulus and the élrgfimulus are spectro-
temporally similar than when they are not simil2]|

- does not depend on whether in the distractor ttlasdistractor precedes or

follows the target [95].

If we assume that the effect is caused by bottorm@ghanisms (induced by
presentation of contextual stimuli affecting neuraepresentation of space at some

99



FEI KKUI

level), one of the possible explanations of thetextual bias might be that repeated
activation of the same spatial position (by repgaisesenting a distractor from same
location) may fatigue its underlying neural reprdagon (similarly to prolonged
exposure to adaptor as observed in [24][25][26])ctvlwould cause that locus of mean
activity in the spatial map would shift away frohretdistractor, resulting in biases in
responses (as described in Carlile et al. [24]wéieer, based on this, biases should be
observed at both sides of the distractor (radiasds away from adaptor were observed
in [24]), while in current study they occur only éme side on which the distractor-
targets are presented. Hence, another explandtaridsbe considered.

Our hypotheses from the Experiment 1 linked thesatffwith a change in
listener’s strategy. Specifically, that in the dastor trials, in which the localization of
the target is difficult due to the preceding distoa and the perception of the target is
shifted towards the distractor (resembling precedesifect conditions), listeners might
try to overcome the shifts caused by the precedeffeet and shift their responses
away from the distractor. Since they did not knowadvance whether a distractor trial
or a no-distractor trial will be presented, theyghtikeep this strategy throughout whole
run in order to improve their performance (espécia¢cause most of the trials in a run
were distractor trials). However, some of our pcedns were not confirmed by the
results, suggesting that the hypotheses or oungstans are wrong. This hypothesis is
also not supported by results from [95] which shbat the effect is induced also when
the distractor follows, instead of precedes, thigeia(on the other hand, even the first
sound might be difficult to localize).

Other possible explanations of the observed comédffect could be that it is
only a prolonged effect of a distracting sound Wwhaffects stimuli within a time
window which includes also no-distractor trial. dfter the interval within which a
precedence effect occurs, the distractor repulsgsonses instead of attracting them, it
could cause observed biases. Since the numbersthator trials (75%) was much
higher than the number of no-distractor trials (2586d both types of trials were
interleaved, most of the no-distractor trials werefact preceded by distractor trial.
However, this explanation is also not consisterthvaur results, because the biases
should be observed on both sides of the distraatmir,only on the side at which the

context is presented.
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One of the important questions related to contéxtffact is on which level of
processing it takes place - if the perception fitselchanged or only mapping from
perception to motor reaction (pointing to perceivedation). Getzmann et al. [27]
examined whether the methods of responding, spettifiverbal responding vs. manual
pointing, affect the localization of targets prasehcontinuously with / or successively
after the “frames” (acting similarly to distractor our study) in vertical dimension, but
no differences were found, suggesting that suchsaaee affected by the context which

guide both these methods of responding [27].

Plasticity in our study was induced quickly, witifew minutes. Rapid adaptation
was observed in many other studies, for examplenwdmaptation was induced by
misleading feedback [22][23] or in ventriloquismteméffect [87] (not mentioning
studies of exposure to adaptor). Our results confirat auditory spatial processing is

dynamic on very short times scales.

Another relevant studies are studies of precedefieet build-up. The precedence
effect normally occurs if the two successive souaidspresented with a specific delay
between them. However, if the two stimuli with thelay too long to normally induce a
precedence effect are repeatedly presented sewees, the precedence effect is able to
build up also on these longer delays ([74], oreewvin [71]). However, responses in our
study were biased away from the distractor (andtotrds as they would be in the

precedence effect).

Overally, the contextual effect is in some aspsatslar to what was observed in
other adaptation studies. However, in order to tsidad the cause of the effect, other

its aspects need to be studied.

5.4 Aims fulfilment and thesis contribution
The following text presents the list of aims anchsuarizes their fulfillment.
* Design of behavioral experiments which will examingpatial aspects of
the “contextual plasticity” phenomenon, observed i{64].
o Two experiments were designed in which spatial @rigs of the
stimuli were manipulated in a desired way to sttltly contextual

effect. The design is described in the chapter BeEmental part,

in methods sections). Experimental procedure fesgntation of
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the stimuli and data collection was written in MAAR. This
environment was also used for data preprocessinglysis and

visualization.

» Evaluation of the contextual effect and of its depedence on specific

spatial manipulation of the contextual stimuli.

o Contextual effect was evaluated in several measwgsa bias
relative to baseline localization, and in termstaindard deviations
in responses and correlation of responses with ahctarget
locations. Results were subjected to analysis oamee to identify
important factors. Analyses of the effect and igpehdencies on
spatial manipulations of stimuli are summarized dnapter 3

Experimental part (in results and discussions sajiens).

* Design of a quantitative model of contextual bias dsed on observed

results.

o Based on the observed spatial patterns of the xtrilebias a
model was designed, which computes the contextuaseb
according to spatial distribution of the contextusimuli. The
mechanism on which the model is based in desciibdte chapter
4 Model of contextual bias (Introduction sectiomhe model was
implemented in MATLAB.

+ Evaluation of the model on the observed data.

o Different variants of the model tested evaluatedhamv accurately
they describe the observed data. Results are peesanchapter 4

Model of contextual bias (section 4.2 Results).

» Discussion of the results with other related studi& of plasticity in

sound localization

0 Results of the experiments are summarized andnpoitcontext of

several other adaptation studies in the subchaptérand 5.3

The contribution of the thesis can be summarizealtimese points:

e Describes spatial aspects of a phenomenon referréd as “contextual

effect” which was observed in [64]it quantitatively evaluates the effect of
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the configuration of the contextual stimuli, locetiof the distractor relative
to the listener and other spatial manipulationthefstimuli.

* Proposes a model of the contextual bias based onselved results

» Offers contribution to methodology for other spatial hearing experiments,
since it describes specific example of spatial @&mahporal interactions
between the stimuli (by showing how response imiiqular trial might be

affected by context of other task/stimuli in preyngdrials)

5.5 Suggestions for further research

In addition to the spatial aspects studied in thesis, the contextual effect needs
to be studied from many other aspects in orderutly funderstand why it occurs.
Regarding analyses most related to currently ptederesults, we propose several
suggestions. For example, it should be evaluatestivein the context has positive effect
on mapping between responses and actual targdtolesalso in Experiment 1. Also,
effect of the distribution of the non-context stimeeds to be examined, since it seems
to affect the magnitude of the contextual bias. &boer, the model of the contextual
bias should be also improved to fully describe thatextual bias (for example by
implementing factor which alters the contextuakeffdepending on the distance of the
distractor-targets from the distractor location, lmy using different neighborhood

functions).
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