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Abstract in English

A previous study found an enhancement of auditory spatial discrimination ability when
the listener’s gaze was directed towards the auditory stimulus (Maddox et al., 2014). In
this thesis, we examined whether directing spatial auditory attention also affects this
cross-modal enhancement when using realistic spatial simulation. Listeners made a
judgment about the relative positions of two click-trains following a visual or auditory
cue, while fixating on a neutral location. Results show that 1) subjects performed better
when visual cue was used, and 2) auditory cue presented from incongruent location
resulted in deteriorating performance. These results suggest a complex interaction

between attentional and eye-gaze control mechanisms in auditory spatial representation.

Keywords: crossmodal automatic attention, attentional cueing, sound localization,

crossmodal audio-visual interaction, attentional auditory ERP



Abstrakt v slovenskom jazyku

Nedavna stadia odhalila zlepSenie schopnosti sluchovo priestorového rozliSovania,
pokial’ bol pohl'ad poctuvajuceho nasmerovany na sluchovy podnet (Maddox a kol.,
2014). V tejto diplomovej praci sme pozorovali, ¢i nasmerovanie sluchovo priestorovej
pozornosti tiez ovplyviiuje toto krosmodalne (medzi zmyslovymi organmi) zlepSenie
vykonu pri vyuziti redlnej sluchovej simulacie. Pocuvajuci posudzovali relativne pozicie
zvukového ,,ciel'a” (dvojkliku) nasledujiceho po vizuélnej alebo sluchovej napovede
pocas fixacie pohl'adu na neutrdlne miesto. Vysledky ukazuju, ze 1) subjekty vyskumu
vykonali tulohu lepSie pri pouzitej vizualnej ndpovede a2) sluchovd ndpoveda
prezentovana z nezhodnej pozicie oproti ciel'u sposobila zhorSenie vykonu posluchacov.
Tieto vysledky predpokladaji komplexnt interakciu medzi kontrolnymi mechanizmami

pozornosti a oéného pohl'adu v sluchovo priestorovej reprezentacii.

KPucové slova: krosmodalna automaticka pozornost’, navadzanie pozornosti, lokalizacia

zvuku, krosmodalna audio-vizuélna interakcia, pozornostné sluchové ERP
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Introduction

Objects and events in the real world are made up of multimodal sensory attributes.
Our nervous systems process information from different sensory modalities independently,
and this information from our senses is at some point combined into one perceptual
experience. Perception is a multisensory process where sensory information is integrated
both within and across different sensory modalities. Some studies have shown that auditory
and visual stimuli can be integrated by bimodal cells, exhibiting spatially overlapping
auditory and visual receptive fields. Such neurons have been found in the early sensory
cortical areas such superior colliculus (e.g. Lakatos et al., 2007, 2008; Kayser et al., 2009)
and recent study found that multi-sensory effects have been shown to occur in primary
sensory areas as well (Lemus et al, 2010).

Multimodal activation has also been found in the human parietal cortex (Bremmer et
al. 2001; Bushara et al. 1999, 2003; Cusack et al. 2000; Warren et al. 2002) and Intraparietal
sulcus in the areas commonly referred to as LIP (lateral intraparietal sulcus bank) and MIP
(medial intraparietal sulcus bank). Neuron cells in this area have been found to be sensitive
to the locations of both visual and auditory stimuli (O’Dhaniel et al., 2005; Ben Hamed et
al. 2001, 2002; Cohen et al. 2004; Gifford and Cohen 2004; Cohen and Andersen 2000).

Information from one sense has the potential to influence how we perceive
information from another. For example irrelevant visual stimulus can affect the detection of
an auditory stimulus (Lovelace et al., 2003) as well as the perceived loudness (Odgaard et
al., 2004).

Attention facilitates selection of objects, events, or spatial regions in complex scenes.
Very few studies focused on the effect of attention on sound localization. Even fewer studies
looked at whether the effect is modality-dependent. Only a few previous studies asked
whether directing automatic (exogenous, involuntary, stimulus-driven) or strategic
(endogenous, voluntary, goal-driven) attention by an auditory cue can improve sound
localization (Spence & Driver, 1994; Sach et al., 2000; Kopco et al., 2001). The result
showed that cueing caused improvements in reaction times (Spence & Driver, 1994), but
small (Sach et al., 2000) or no (Kopco et al., 2001) improvements in localization accuracy.
Possible reasons were that tested SOAs were too short to orient attention and that auditory

cue is not efficient because audition is not primarily a spatial modality.


https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4337603/#bib24
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4337603/#bib34
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4337603/#bib34

A recent behavioral study demonstrated enhancement of auditory spatial cue
discrimination ability when the listener’s gaze was directed towards the auditory stimulus
(Maddox et al., 2014). However, such an effect has only been demonstrated for simplistic
binaural cues (interaural time and level differences).

In this thesis, we are expanding the findings of the study by utilizing head related
transfer functions (HRTFs) and by examining whether spatial auditory attention also affects
this crossmodal enhancement.

Our experiment has two parts, behavioural and electrophysiological. In the
behavioural one we try to evaluate localization ability of participants with cued attention and
to study various phenomena observed in their accuracy results. In the electrophysiological

one we search for electrophysiological correlates of these processes in recorded EEG data.

10



1 Psychoacoustics

The audible sound consists of rapid changes of air pressure which can be produced
in different ways (for example...). Sound transmits through the air in normal temperatures
at sea level at a velocity of approximately 335 m/s., for all amplitudes except for very great
ones and for all waveforms. Especially interesting are periodic sounds, i.e. sounds having
fixed waveforms that repeat at a fixed frequency. The frequency unit is Hertz (Hz), which
means number of repetitions of a waveform per second (Warren, 1999). Period is the time
that is required for one complete statement of a repeated waveform. Periodic sounds between
about 20 and 16000 Hz are able to produce a sensation of a pitch and they are called tones.
Waveforms can be described as time-domain representations of amplitude. By using Fourier
procedure they can also be depicted “in terms of frequency-domain or spectral analysis, in
which sound is described in terms of harmonic sequence of sinusoidal components having
appropriate frequency, amplitude, and phase relations (Phase describes the portion of the
period through which a sinusoidal waveform has advanced relative to an arbitrarily fixed
reference time)” (Warren, 1999, p.2). Nonperiodic sounds spectrum is either continuous or
band-shaped rather than line-shaped, as linear sounds do have. Frequency analysis is very
important in hearing for both periodic and nonperiodic sounds, especially because the
spectral analysis is performed by each ear before stimulation of the auditory nerve fibers
occurs.

The range of audible amplitude is changing very largely. A sound that produces
discomfort might be as much as 10° times the amplitude level at threshold. We can measure
the sound level by its power or by amplitude as well as pressure at a particular time point.
The term “sound intensity” can be, strictly speaking, defined as the sound power which
arrives from a specific direction and passes through a unit area that is perpendicular to the
direction (Warren, 1999).

In order to include a large range of values which are needed for describing levels of
sound we normally encounter, a logarithmic scale has been developed and the units of the
scale were named Bels. One Bel is a large unit, therefore it is conventional using 1/10 of this
size, called the decibel (dB). In order to give a feeling to the sound pressure levels expressed
in dB, the normal listener threshold for sinusoidal tones with certain frequencies was set. In
between 1000 and 4000 it is about 0 dB (this is the standard reference level), for a
background noise (the ambient level) in radio or TV it is about 30 dB, for a normal

conversational speech the threshold is about 55 dB, and the level we can perceive inside a
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bus is about 90 dB. The sound level at some concerts can achieve values of 110 or 120 dB.
This level approaches the pain threshold and can cause a permanent damage to the fine
structures of inner ear leading to hearing impairment and it usually follows relatively brief

exposures.
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2 Sound localization

Sound localization is a listener's ability to identify the location or origin of a detected
sound in direction and distance. With progress made in acoustic simulation techniques a
sound localization technique appeared. This enables us to localize the sound sources by
modeling a sound field which contains one or several sources. Using such technique, people
can obtain the hearing sense from any place in the sound field.

Animals with the ability to localize sound have a clear evolutionary advantage.
Especially the mammalian sound localization processes have intensively been studied. Their
auditory system uses several cues for sound source localization, including time- and level-
(intensity-) interaural differences (between both ears), spectral information, timing analysis,
correlation analysis, and pattern matching. These cues are also used by other animals, but in
slightly different usage, and there are also cues which are absent in the human auditory
system, such as the effects of ear movements.

The localization can be described in terms of three-dimensional properties: the
azimuth or horizontal angle, the elevation or vertical angle, and the distance (for static
sounds) or velocity (for moving sounds). (Roads, 2007)

The azimuth of a sound is signaled by the difference in arrival times between the
ears, by the relative amplitude of high-frequency sounds (the shadow effect), and by the
asymmetrical spectral reflections from various parts of our bodies, including torso,
shoulders, and pinnae. (Roads, 2007)

The distance cues are the sound level (loss of amplitude), spectrum changes (the loss
of high frequencies), interaural level differences, and the ratio of the direct signal to the
reverberated signal (DRR). Additional cues include vocal effort, vision and other cues
related to DRR.

2.1 Cues of sound localization

2.1.1 Binaural cues of sound localization

When a sound stimulates equally or produces sensation identically at both ears, we
call it “diotic’ stimulation. On the contrary, when the inputs arriving into the two ears are

different, we call the stimulus ‘dichotic’.
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Only dichotic hearing exists in natural environments, which enables binaural
processing to occur. If we received the same information to both ears, in noisy situations we
would not be able to follow conversations, locate sound sources or define our sound
environment accurately.

Depending on where the source is located, our head acts as a barrier to change the
timbre, intensity, and spectral qualities of the sound, helping the brain orient where the sound
emanated from. These minute differences between the two ears are known as interaural cues
(Thompson, 2005).

For sound localization, the most important parts of human head are ears. Human ears
are located on the different sides of the head, therefore they have different coordinates in
space. Since the distances between the sound source and individual ears are different, a time
difference and an intensity difference between the sound signals of the two ears arise. These
differences are called Interaural Time Difference (ITD) and Interaural Intensity Difference
(11D) respectively.

2.1.1.1 Interaural Time Difference (ITD)

As noticeable in the Figure 1, the sound signal from the speaker has a shorter
trajectory to reach the right ear comparing to the left ear. The auditory system evaluates ITD
from:

(a) Phase delay at low frequencies. This is the time delay of the phase of the waveform and
it is referred Interaural Phase Difference (IPD).

(b) Group delay at high frequencies. This is the time delay of the amplitude envelope of the
waveform.

Many experiments demonstrate that ITD is frequency dependent. The function of
ITD can be enumerated from the equation: ITD = 300 * r * sin8/c, if f <4000 Hz; and
ITD = 200 = r = sin 8 /c, if f =4000 Hz (Zhou, 1996); where f is signal frequency, 8 is the
angular position of the sound source (0 degree is right ahead of the head, counter-clockwise
Is positive), r is the radius of the head, and c is acoustic velocity.

When the sound source is equally distant from both ears (at 0° or 180° azimuth), the
ITD equals 0. On the contrary, the maximum ITD is generated when the sound source lies
at £90°. For a human head of an average size, it equals around 0.7 ms at this position
(Campbell, 2006).
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The Just Noticeable Difference (JND) of the ITD is smaller than 20 ps for pure tones
between 500 Hz and 1 kHz (Campbell, 2006).

Above a certain frequency, when the sound wavelength becomes smaller than the
diameter of the head, the ITD information gets ambiguous. There are numbers of locations
forming an imaginatory cone which all elicit the same ITD. This is generally called the cone

of confusion (Paukner, 2014).

closer ear

/‘ r time
ITD

:

closer ear

Figure 1. Interaural Time Difference (ITD) and Interaural Intensity Difference (11D) (Virtual
Reality - History, Applications, Technology and Future - Scientific Figure on ResearchGate.
Available from: https://www.researchgate.net/2617390_fig27_Figure-2531-Duplex-theory-

spatial-cues-a-interaural-time-difference-b [accessed 7 Jun, 2017])

2.1.1.2 Interaural Intensity Difference (11D) or Interaural Level Difference (ILD)

As noticeable in Figure 1, sound from the off-centred sound source has a higher level
at the closer (right) ear than at the further (left) ear. It is caused by the acoustic shadow that
the head produces towards the left ear. ILD is highly frequency dependent and it increases
with increasing frequency. Many theoretical researches demonstrate that ILD is frequency
and angular position dependent, as given by following function:ILD = 1 + (f/1000)%8 «
sin 8 (Zhou, 1996). JND of ILD varies very much.

Taking these characteristics into account, a Duplex theory has been formed. It
suggests that for frequencies lower than 1000 Hz, mainly ITDs are evaluated (phase delays),
for frequencies higher than 1500 Hz mainly ILDs are evaluated. “For an object the size of
the human head, a wave travelling at the speed of sound in air will not create a useful ILD
below about 1-2 kHz. This cut-off frequency will be higher for heads of a smaller size. Thus,
in humans, below this cut-off frequency binaural information for sound location is derived
from ITD cues alone” (Campbell, 2006, p.24).
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2.1.1.3 Evaluation of low frequencies

For frequencies lower than 800 Hz, the proportions of the head (ear distance average
21.5 cm, corresponding to the interaural time delay of 625 ps) are smaller than the half
wavelength of the acoustic waves. Therefore the auditory system is able to determine phase
delays between the both ears without distraction. Because the wavelength is very long in this
frequency range, the waves diffract around the head and ILDs are therefore negligible, so an
exact evaluation of the input direction on the basis of intensity differences alone is almost
impossible. For frequencies below 80 Hz it becomes impossible to use either time
differences or intensity differences to determine the sound source, because the phase

difference between the ears is too small for evaluation of the direction (Blauert, 1997).

2.1.1.4 Evaluation of high frequencies

For frequencies higher than 1600 Hz the proportions of the head are bigger than the
wavelength of the acoustic waves. At these frequencies, a definite determination of the input
direction using interaural phase delay alone is not possible. The interaural intensity
differences become greater, and the auditory system is able to evaluate them. Also interaural
group delays can be evaluated, and they are more distinct at higher frequencies. This
mechanism plays especially important role in reverberant environments.

As stated above, the duplex theory suggested that sounds of low frequency are
localised on the basis of ITDs and sounds of higher frequency on the basis of ILDs.
»However, the situation is now known to be more complex. For example, high frequency
sounds can be localised using ITDs if the envelope of the stimulus has a amplitude
modulation of sufficiently low frequency. Even more important is the direction-dependent
spectral filtering of sound by the external ear (Campbell, 2006, p.25).

After a sound onset a short time frame follows where the direct sound reaches the
ears, but the reflected sound not yet. The auditory system evaluates the sound source
direction based on this time frame, and it keeps this detected direction during the time when
reflections and reverberation prevent a definite direction estimation (Wallach, 1949).

Binaural cues described above can be only used to evaluate lateral sound source
positions, because two sound sources which are symmetrically placed in the front and in the

back of the head generate equal ITDs and ILDs. This is called cone model effect. For
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differentiating whether the sound source lays ahead of the listener of behind him, additional
cues must be evaluated.

Naturally hearing, humans are able to localize sound sources very accurately even by
using only one ear, it means without ITDs or ILDs. Taking this fact into account, monaural

cues provides a satisfactory explanation.

2.1.2 Monaural cues of sound localization

The sound waves coming to the ears are reflected from structures of the body such
as the shoulders or pinnae, and these reflections interfere with the sound entering the ear
canal. In each frequency zone, these interferences cause spectral modifications, either
reinforcements (eliciting spectral peaks) or deteriorations (eliciting spectral gaps) which
enable to localize the sound source, especially in the vertical plane.

The human outer ear is the structure of the utmost importance for vertical localization
(including structures of the pinna and those of the external ear canal). Human pinna has got
a very special shape, it is concave with folds and asymmetrical horizontally and also
vertically. All these structures form direction-selective filters. Depending on the sound
direction in the vertical plane, different filter resonances become active and they implant
direction-specific patterns into the frequency-dependent responses of the ears. All this
information is then evaluated by the auditory system, creating directional bands (i.e.
frequency bands of different elevation perception, perceived when presenting a narrow-band
noise at certain frequencies (Paukner, 2014)).

In other words, the direct waves and the reflected waves generate the acoustic
source-related frequency spectrum on the eardrum. Subsequently, the auditory nerve
localizes the sound source by this frequency spectrum. Other direction-selective reflections
of the head, torso and shoulders together with those of the ears mold the Outer Ear Transfer
Function.

Depending on the size and shape of the outer ear, the direction-specific patterns in
the frequency responses of ears are very different across individuals. When a listener is
trying to use the directional patterns of another person, for example when using headphones
individualized for another listener (with differently shaped head and outer ears), it becomes
very problematic to evaluate sound direction, especially in the median plane. Similarly, when
listening to a dummy head recordings, front—back permutations or perception of inside-the-

head-localized sound can appear.
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Humans can binaurally localize both high and low frequencies. However, monaural
localization is possible only for high frequencies, but not for low ones. This is probably
because the pinna is too small to interact with acoustic waves of long wavelength, i.e. of low
frequency (Butler, 1992). It seems that in the vertical plane, it is only possible to localize
accurately auditory stimuli which are complex and of frequency above 7000 Hz and the
pinna must be present (Roffler, 1968).

2.1.2.1 Head-related transfer function (HRTF)

The monaural cues reflect the interaction between the sound source and anatomical
structures of a human. Before the sound reaches the ear canal it is modified and this
modification encodes the source location. Impulse response captures the source location and
the ear location. In this case, the impulse response is named the head-related-impulse-
response (HRIR). By convolution of an arbitrary sound source with the HRIR the target
sound is converted so that the listener perceives the sound source at the same location as it
would have been played at the estimated sound source location. Therefore, HRIR can be
used to create virtual sounds. The HRTF originates as the Fourier transform of HRIR.

Head-related transfer function is a response to a sound from a particular location, and
it reflects characteristics of transmission of this sound from the location to the auditory
system. When a sound strikes a listener, many head properties (the dimensions, shape and
density of the head, ears with ear canal, dimensions and shapes of head cavities) are involved
in transforming this sound and affecting the perception of the sound, resulting in boosting
some frequencies and attenuating others. This happens because the incoming sound contains
many various frequencies and therefore many copies of the same sound, each copy of a
different frequency, going down the ear canal at different times, depending on their reflection
and diffraction at the structures of the ear. Some copies match in their phases, what results
in enhancing the signal, while others do not match and this leads to cancelling out each other.
In general, HRTF boosts frequencies in range 2 — 5 kHz, with a primary resonance of + 17
dB at 2700 Hz. It is known that brain looks for certain frequency notches in the sound signal
which correspond to particular known sound directions.

To synthetize a binaural sound coming from a particular location a pair of HRTFs (of
the two ears) can be used. HRTF is a transfer function, i.e. it is a mathematical representation
of the relation between the input and output of a linear time-invariant (LTI) system with zero
initial conditions and zero-point equilibrium, in terms of spatial or temporal frequency. It

describes how a sound from a specific location in space arrives at the ear.
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Also HRTF can be described as modifications of the sound moving from the source
direction in free air until reaching the eardrum. These modifications include the acoustic
characteristics of the space where the sound is played, head’s, body’s, and outer ear’s shape
and they play a great role in listener’s accuracy to tell the direction of the target sound.

HRTF describes filtering of the sound source (x(t)) before perceiving it. It is
evaluated for right and left ear separately, x:(t) and x.(t), respectively.

The measured HRTF is not only analyzed but can also be used to reproduce a sound
in the 3D virtual sound field, for example when using headphones. Through the headphones
a mono-audio signal is presented. For a specific distance and direction, this signal is filtered
by the measured HRTF (Paukner, 2014).

The transfer function H(f) of any LTI system at frequency f is: H(f) = Output(f) /
Input(f). In other words, it is a ratio between the output signal spectrum and the input signal

spectrum as a function of frequency.

2.1.2.1.1 How is HRTF measured?

HRTF can be obtained as the Fourier transform of HRIR. HRIR h(t) can be measured
from the eardrum for the sound impulse A4(t) placed at the source.

HRTF is usually measured in an anechoic room in order to minimize the impact of
early reflections and room reverberation on the measured response. The measurement
procedure adds increments of 15° or 30° to the azimuth in horizontal plane and by

interpolation it synthetizes HRTF for any horizontal position (azimuth).

2.1.3 Neurophysiology and physiological correlates of sound localization

In real world a sound source in space stimulates both ears. Side on which the source
is heard depends on time and sound intensity differences at the two ears.

A large population of neurons at and beyond the Superior olivary complex is
responsive to these time and intensity differences at the two ears. Experiments provided
evidence that the cells are involved in sound localization. When a speaker is moved round
the head and neurons are recorded electrophysiologically, the biggest responses are usually
found on the contralateral side from the speaker side, the response area in some neurons
covers the whole contralateral hemifield and in others it is limited to certain specific areas.
These neurons with narrow response areas tend to respond to high frequencies and tend to

be directionally selective aligned with axis of the pinna. If the pinna is manipulated the
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directional sensitivity of the cells can be altered. (Pickles, 1991) “In this type of cell,
therefore, the fundamental directional selectivity is probably derived from the directionally-
selective amplification produced by pinna, enhanced and preserved by the sensitivity to
interaural intensity differences. On the other hand, the selectivity of low-frequency neurons
may be a result of the lower directional selectivity of the pinna in the frequency range.”
(Middlebrooks and Pettigrew, 1981, p.118). Also timing cues are possibly involved.

Understanding of the basis of sound localization remains still unclear, since many
cells tend to respond optimally to ITDs and ILDs which are bigger than could be produced
by any real source of sound in space. For example, the optimal or characteristic interaural
delays in 88% of MSO neurons of a kangaroo rat are bigger than the maximal delay
calculated from separation of both ears (Crow at al., 1978). In chinchillas, the maximal
interaural intensity difference for frequencies below 2 kHz is expected to be 4-5 dB but the
cortical neurons of these frequencies are optimally sensitive to intensity differences bigger
than 20 dB* (Benson and Teas, 1976). Such neurons may have a role, not in representing the
direction of a sound source, but in discrimination between the directions of sound sources.”
(Pickles, 1991, p.285).

Many behavioral experiments were done to clarify the role of the brainstem in sound
localization. For instance, experiment with cats showed that only cutting the crossing fibers
in the trapezoid body would affect the sound localization skills (Moore at al., 1974). These
are the fibers which transfer binaural interactions to the Superior olivary complex. Other
transections were without effect. Other experiment showed that if there was a unilateral
lesion at the level above the Superior olivary complex, deficit in sound localization occurred

on the contralateral side (Jenkins and Masterton, 1982).
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3 Attention

Our sensory system is exposed to plenty of impulses every moment. It is
overwhelmed by scenes, sounds, smells,... But not all of them can be perceived equally.
Some of them are important, others are not. Since it is impossible for our brain to process
such amount of information, there certainly is a mechanism which select among them and
this mechanism is an attention (Tomoriova, 2007).

Despite the fact that concept of attention is intuitively clear, there is not a uniform
definition of term ‘attention’ since it involves many aspects. For example, Dana Murphy
defines it as mental concentration on sensory or mental events. Another definition, according
to David Sommers, describes attention as activation of mechanisms which provide continual
cognitive activity focused on the object of attention (Kop¢o, 2007).

From many studies about character of attention, some its features were clarified:

Attention is limited, which means it is impossible to focus it on all stimuli at once. It
is selective, which means that among all the inputs it chooses only few that will be processed,
by inputs meaning not only sensory stimuli but also information from memory and motor
responses (Kopco, 2007). We could liken attention to a podium reflector; we only see in
detail things that are lit and others we ignore.

If we say we pay attention to something we usually mean that we consciously target
it to that thing. Therefore it can be assumed that this type of attention is a targeted process,
and accordingly it is called strategic or endogenous or goal-driven attention. On the other
hand, sometimes a certain stimulus disturbs us (e.g. noisy sound, intensive light) and draws
our attention towards itself without any conscious control. This another type of attention is

called automatic or exogenous or stimulus-driven.

3.1 Attentional cueing

In order to localize sound and develop spatial orientation the attention has to be
drawn to the specific location. Drawing of auditory attention is dependent on appearance of

the stimulus sound.
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3.1.1 Posner’s cueing task

Michael Posner developed a neuropsychological task which is nowadays used as an
underlying test to assess attention. In this task, attention is drawn by presented stimulus and
it is called cueing. The major phenomenon resulting from the task and forming the Posner
paradigm is that subject have better performance in detecting objects in space if the locations
have been cued before, using a salient stimulus as the cue.

In his experiment, the measured responses which reveal the effect of attention were
reaction times (RT) to target stimuli. The subjects were seated in front of a computer screen
with fixed gaze at the central point on the screen. For a short period, a visual cue (of an arrow
shape) was presented, appearing at the left or the right side of the screen and pointing to one
or another side. Subsequently, the target visual stimulus appeared at either left or right side.
When subjects detected the target they were instructed to respond manually by pressing
buttons on a keyboard depending on which side the target stimulus was presented. Multiple
trials were recorded and the results then analyzed.

In order to analyze the attention based on type of visual input, two different cue
positions were used. An endogenous cue was presented at the central point of the screen,
evaluating the input in the central visual field. An exogenous cue, on the contrary, was
presented at a lateral position, visible and evaluating the input in the peripheral visual field.
This experimental design leveraged a ratio between valid and invalid trials equal 80/20. It
means, 80% of trials employed a valid cue (matching the cue information - suggested
direction — with the actual position of the target) and 20% invalid one (the cue information
was incorrect). This gave the listeners the belief to rely on the information provided by the
cue, which reinforced the tendency to direct attention to the cued side. Another cue type was
so called neutral cue, which information value was ambiguous (double-sided arrow) and this
condition was used to analyze whether the attention is directed by cues to a specific area and
whether it is beneficial or hindering.

A way how to assess the type of attention involved in performing the task may be to
monitor eye movements. For this, a video-based eye tracking system or an EOG recording
can be used. Based on these methods one can differentiate whether an overt or covert
attention was implied. Overt attention includes saccadic eye movements consciously
directed towards a visual stimulus. Covert attention involves only mental focus without

directing eye gaze to the visual stimulus. Since the subjects were not allowed to move their
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gaze to any direction, but keep it fixated in the center of the screen, the measured RTs
correspond to employment of a covert orienting of attention (Posner et al., 1978).

Results of Posner’s paradigm show that when attending a location with preceding
valid cue, even without looking at it directly, the time needed to determine the stimulus
position (RT) is decreased. “Detection latencies are reduced when subjects receive a cue that
indicates where in the visual field the signal will occur” (Posner et al., 1980). Moreover, the
processing of the stimuli seems to be more intense (Prinzmetal, 2005) and the probability of
detecting a near-threshold stimuli appearing in the periphery seems to increase (Bashinski,
1980). Furthermore, the strength of effects of cueing is directly proportional to percentage
of valid cues (Chun, 2000).

Attention can be categorized according to its components: selection, following, and
control.

The question when assessing selection is what attention chooses based on. Whether
it focuses only on a certain area in space or on particular objects independently on their
spatial distribution. Studies show that selection can be based on both, spatial location
(location-based attention) or on the individual object (object-based attention) or on specific
tokens of objects (object-token-based attention).

Following as the second component means keeping attention on a target object
despite presence of attentional distractors.

The third component, control, is a process through which the nervous system is able
to change settled attention from one object to another which becomes a new target of the
interaction. Attention can be controlled by different sensory modalities, e.g. hearing, vision,
touch,... Depending on how many modalities are involved, the control process of attention
can be unimodal (auditory attention controlled by hearing, visual attention controlled by
vision,...) or crossmodal (auditory attention controlled by vision, visual attention controlled
by hearing,...) (Tomoriova, 2007).

The attention employed in visual and auditory complex scenes is an object-based
attention. (Shinn-Cunningham, 2008) Therefore this type of attention will be described

below.
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3.2 Object-based attention

“Theories of visual attention explain many striking perceptual phenomena that arise
when viewing complex scenes.” (Shinn-Cunningham, 2008)

In contrast to visual objects, auditory objects form their identity as their content
develops over time. But many auditory phenomena can be understood and explained by
properly extended theories of visual attention. This similarity is supported by the fact that
visual and auditory attention are controlled by the same neural processes. (Serences et al.,
2004)

As an object is considered “a perceptual estimate of the content of a discrete physical
source” (Shinn-Cunningham, 2008). Unlike visual objects which are quite precisely
understood, auditory objects lack accurate definition. This occurs because an auditory
stimulus (sound) in a mixture of other sounds cannot always be allocated between the objects
perceived in the environment, it can contribute to either no object (Shinn-Cunningham et al.,
2007) or multiple objects (Whalen and Liberman, 1996). Despite this, we intuitively
understand the concept of an auditory object. Each of auditory objects can be seen as an
estimation of the sound radiating from a certain sound source. In other words, “an auditory
object is a perceptual entity that, correctly or not, is perceived as coming from one physical
source” (Shinn-Cunningham, 2008). For example, in a party, we perceive a friend’s voice
talking with us, glasses cling or a music playing in the background, each as a particular

object.

3.2.1 Object formation

Formation of objects in visual scene occurs based on locally continuing geometric
structure (contours, boundaries, edges) or similar pattern (color, texture) (Feldman, 2003).
Forming of auditory objects depends on their contiguous spectro-temporal structure
(continuity of frequency over time, harmonic structure, common onsets and offsets).

How a particular feature or cue influences the object formation depends on “the scale
of the analysis” (Shinn-Cunningham, 2008).“ For example, spatial auditory cues (e.g. ILD)
have a relatively weak influence over local time scales (Darwin and Carlyon, 1995; Carlyon,
2004). On the other hand, “perceived location strongly influences how we link short-term

auditory objects into a coherent stream” (Darwin and Hukin, 2000).
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Even though the description above may suggest that objects are formed through a
hierarchical processing, meaning initially grouped based on local structure, and only then
organized across longer temporal or spatial scales, in fact the process is more complex. Top-
down attention and higher-order features can modulate how objects form locally. “Rather
than a hierarchical processing structure, objects are formed through heterarchical
interactions across different scales. The ultimate perceptual organization of the scene, at all
scales, depends on the preponderance of all evidence” (Shinn-Cunningham, 2008).

Object formation directly influences our perception and processing of complex
environments. In all sensory modalities, generally speaking, the processing of a complex
environment happens by focusing on one object only while other objects mold the perceptual
background. (Duncan, 2004) In vision scene, there usually are multiple objects which
compete for attention. Which object is attended in the end depends on salience (“the
perceptual strength of an input based purely on stimulus attributes (Shinn-Cunningham,
2008)) of the objects and the influence of the top-down (voluntary) attention. These factors
bias the competition towards the favored object with required perceptual features (Desimone
and Duncan, 1995). That is why it is called a biased competition. (Desimone and Duncan,
1995)

Even though observers select what they attend based on low-level features, attention
tend to operate on objects (Serences et al., 2005). In other words, even when the attention of
an observer is spatially focused, his sensitivity to other features which are part of the object
placed in the attended location is enhanced too. Therefore it can be claimed that object

formation is linked with selective attention and the object is the perceptual unit of attention.

3.2.2 Shifting attention

Evidence attests that we are able to listen to one object at a time only. Listeners might
have difficulties when making judgments about the relative timing of events across streams,
but not within (Bregman, 1990). In an experiment when listeners need to divide their
attention between two speech streams which are close to each other in space and asked to
report words from the two streams, they are able to recall many words from both streams,
but intermingle words of the two messages (Best et al., 2006). On the contrary, when the two
streams are distant in space, the listeners confuse words across streams less, but also recall

fewer words in general (Best et al., 2006). These results suggest that the more distant the
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competing streams are from each other, the more extensive the suppression of the competing
stream which is in the perceptual background.

One could ask a question the, how is it possible, that in everyday situations we are
able to listen to and understand multiple sound sources, especially when attending social
meetings where the conversation flow is chaotic and unpredictable?

The answer could lay within a concept of switching attention between objects in
complex environment, a time-sharing attention switching between competing sources. Even
though we do not perceive everything of the signal content, we are still able to fill in missing
pieces of the information (Shinn-Cunningham, 2008). Moreover, the short-term sensory
memory can help us in this filling-in process, as we replay mentally the fragments of the
input signal which we did not pay attention to initially (Shinn-Cunningham, 2008).
Because of the facts that switching attention takes ordinarily 100 - 200 ms and the sensory
memory declines with time, some pieces of information from a newly attended stream may
be missed even if the listener switches attention afterwards (Shinn-Cunningham, 2008). In
addition, auditory streams build up over time as stated above, which might enhance the
listener’s ability to concentrate on the stream which is in perceptual foreground and to
understand its content (Shinn-Cunningham, 2008).

Moreover, when the attention is sustained on one object in a complex environment, it
might yield a bigger refinement of selectivity for the attended object over time. “In turn,
switching attention to a new object may reset object formation and therefore reset attentional
selectivity” (Best, Ozmeral and Shinn-Cunningham, 2007).

To conclude, switching attention between streams degrades the listener’s performance
as a direct cost of switching attention. Additionally, because switching attention cancels
streaming, it results in canceling out also benefits of object build up (Shinn-Cunningham,
2008). “The cost of switching attention between objects may not only be related to the time
required to dis- and reengage attention but also to the time it takes to build up an estimate of

the identity of an object in a scene.* (Best, Ozmeral and Shinn-Cunningham, 2007).

3.3 Crossmodal perception and attention

Most of attentional research studied unimodal influence on attention so far. They
were mostly focused on visual perception or selective hearing, only few were dedicated to

interactions among different modalities. Attention was also comprehended as a specific
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phenomenon within a certain modality, independent from other modalities. (Andoga and
Kopco, 2005)

Since the stimuli from environment are perceived multimodally (e.g. by more than
one sense) it is possible that there exist interactions which should be taken into account when
considering attention. For instance, when listening to a person in a noisy surrounding, the
speech comprehensibility becomes more difficult. The hearing perception itself is not
sufficient so a person helps himself by using visual information, in other words, following
the speaker’s lips” movements, gestures, Or mimics.

Visual information has a great disposition to influence heard information. To
demonstrate this, the McGurk effect can be described. Participants are presented by a video
showing a person pronouncing a syllable ‘ga’ and at the same time another syllable ‘ba’ is
played through loudspeakers. To the question what the participants heard they surprisingly
did not answer either of the presented syllables, but another one (‘da’) which is somehow a
combination of the two interacted ones.

Crossmodal interactions can influence perception in a positive or negative manner.
The negative effect, of which manifestation is also the McGurk effect, occurs mostly when
the information perceived by different modalities contradicts. This leads, firstly, to a
combination of the stimuli, which is of some kind of weighted average. Secondly, to
retaining one of the stimuli and suppressing the other one. And, thirdly, to a mutual
suppression of both of the stimuli and confusion. (Kopco, 2007)

A positive effect on neuronal level is that neuronal inputs from specific modalities
sum up and transform in a way that if it comes to boosting of the signal only when the two
stimuli of different modalities are weak enough. If one of the unimodal stimuli is strong it
may attenuate the other stimulus. The intensity of the stimuli is therefore cardinal.
(Tomoriova, 2007)

Studying of crossmodal interactions helps to investigate attention in the sense
whether it is specific for particular modalities or shared. Since the attention is limited, it is
considered regarding its sources. If the attentional sources are not shared and for example,
tactile information (i.e. texture) is presented visually, the sources which are dedicated purely
to visual stimuli will downsize. Contrariwise, visual information presentation through touch
would open up visual sources. (Kopco, 2007) Yet if the attentional sources are shared,
presenting a stimulus of a certain modality by other modality would downsize the communal
sources, never open up. Existence of communal sources can be supported by the

phenomenon that when we expect a stimulus of a certain modality it will wreak expecting
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stimuli of other modalities coming from the same location. If the stimulus is of the expected
modality it will load the attentional sources less than if of another modality (Tomoriova,
2007).

If to an observer stimuli of different modalities are presented he can either integrate
into one event or perceive them as two separate events. It depends on many factors, for
example, temporal or spatial proximity of stimuli, or their semantical congruency. It was
shown that if a sound was presented together with a visual stimulus, localization of the sound
would shift in direction towards the visual stimulus. Yet when the distance or time delay of

the two stimuli increased, the effect would diminish (Spence, 2007).

3.4 Auditory spatial attention

Depending on whether an auditory task demands attending to a location in space or
to an auditory object or feature, there are different activations of the ‘where’ and ‘what’
auditory pathways. Attentional mechanisms modulate neuronal activity which encodes the
spatial location information and the acoustic attributes of the selected target stimuli and the
early sensory representations of the attended stimuli. (Ahveninen et al., 2006)

Spatial attention is supramodal, which means, crossmodal spatial cues (visual,
tactile) can enhance the auditory ERP when the acoustic stimuli are presented at the same
location (Fritz et al., 2007). Some recent studies referred to the frontoparietal neural network
which is shared for both auditory and visual spatial attention. Deterioration occurred in this
network would lead to combined auditory and visual neglect (Clarke and Thiran, 2004;
Spierer et al., 2007). The network includes prefrontal cortex which is involved in tracking
goals of task and biasing sensory cortex towards task-relevant stimuli. Other part of the
network, the anterior cingulate cortex, plays critical role in executive attentional control.
Frontal eye fields is involved in attentional orienting. Another part which also contributes is
posterior parietal cortex (Gottlieb, 2007). Other studies showed that the pathways of visual
and auditory attentional top-down modulation of owl and visual descending pathways of
primate are very closely parallel (Moore and Armstrong, 2003). From this it can be suggested
that the brain’s strategy to direct the spatial attention is common for both sensory modalities
and also that the top-down pattern of the attentional modulation is conserved across species
(Knudsen, 2007).

Regarding crossmodal interaction of auditory and visual attention, there are many

similarities between them. Two mechanisms are thought to function in both modalities:
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bottom-up (automatic, image-based) cues, and top-down (attentional, task-dependent) cues
(Fritz et al., 2007). Another similarity is that in both modalities, the attention modulates
spatial and non-spatial features processing. There is also a neuroimaging evidence for
crossmodal audio-visual interaction, which is evident visual modulation of activity in
auditory cortical areas (Kayser et al., 2007). These similarities in perception between
audition and vision in complex scenes also give the suggestion that there are common neural
mechanisms of attention control across modalities (Shinn-Cunningham, 2008).

Several studies investigated how auditory cortical responses to an auditory stimulus
are influenced by other ongoing sensory activity, attended or unattended. In conjunction with
model of attention with limited resources, the usual result of these studies is that when a
visual stimulus is presented and attended in a visual task, attention is drawn away from
auditory stimuli which causes a decreased activity in auditory cortex (Woodruff et al., 2007),
but not always. On the other hand, many studies also showed that paying attention to the
auditory stimuli enhanced activity in auditory cortical areas and this result was confirmed
by extended studies examining unimodal and bimodal conditions (Johnson and Zatore,
2005). In the unimodal condition tasks, when the subjects were actively listening to auditory
stimuli, generally greater responses were seen in secondary auditory cortical areas. In the
bimodal condition tasks, the auditory cortical responses were found to be enhanced during
auditory attention task and suppresses during visual attention task. Another matching finding
to these was brought by analysis of the functional connectivity between visual and auditory
cortical areas during visual and auditory task. It showed a reciprocal inverse relationship, in
other words a decreasing visual response when increased auditory response and vice versa.
More experiments and studies were performed with similar supporting results, including
neuroimaging or TMS. Results of all these studies attest that the flow of attended information
is regulated by a top-down sensitivity control by modulating relative strengths of particular
sensory information channels. (Fritz et al., 2007)

Although the previous stated studies dealt with “competition between sensory
channels in the limited resources model, in relatively simple low-level task contexts (such
as pitch discrimination or contrast discrimination) there may be no conflict over limited
attentional resources since there are apparently sufficient separate attentional resources for
both vision and audition” (Fritz et al., 2007).

When we look at experiments focused on source localization with bimodal cues we
can find some of the following results. A study examining the effect of focused attention

along the spatial dimension in a highly uncertain multitalker (more speakers, only one was
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the target) listening situation showed: In the case that listeners did not get a priori
information about target location, or about correctness of the target choice, their performance
was relatively poor. When there was a cue divulging the correct target to choose, preceding
the target, but location was uncertain, performance increased significantly relative to the
uncued condition. Also the performance increased significantly when the information about
spatial location was provided in advance, in both cued and uncued conditions. When the
target location was certain, correct identification performance proportion was higher than
0.9, independent on cued/uncued condition. (Kidd et al., 2005)

Another study investigated the effect of providing simple visual cues indicating
either when or where the target would appear (but no information about the target content)
in a complex acoustic mixture. A visual cue indicating ‘where’ (which loudspeaker out of
five contained the target) improved performance for both kinds of target content. A cue
indicating ‘when’ (which time segment out of five contained the target) also increased
accuracy, but differently for particular contents of the target. “These results suggest that in
real world situations, information about where a target of interest is located can enhance its
identification, while information about when to listen can also be helpful when targets are
unfamiliar or extremely similar to their competitors” (Best, Ozmeral and Shinn-
Cunningham, 2007).
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4 Event-Related Potentials

Electroencephalography (EEG) provides a very good medium to understand
neurobiological regulation, and has also the potential to evaluate neurotransmission. Event-
related potential (ERP), sometimes referred as time-locked EEG activity, helps to capture
neural activity which is related to both, cognitive and sensory processes (Sur and Sinha,
2009).

ERPs are tiny electrical voltages generated by the brain structures as a response to
specific stimuli, called events (Blackwood and Muir, 1990). These EEG changes are time
locked to motor, sensory, or cognitive events and since the method is noninvasive it provides
safe approach to studying of psychophysiological correlates of mental processes. Generally
speaking, ERPs reflect a summed activity of postsynaptic potentials in neurons. Only when
a large group of cortical pyramidal neurons (thousands or millions) which are similarly
oriented fire in synchrony in order to process an information, an ERP can be recorded
(Peterson et al., 1995). Human ERPs can be of 2 categories: The early waves are components
with a peak approximately within the first 100 ms after a stimulus and they are often termed
‘exogenous’ or ‘sensory’ because they depend mainly on physical parameters of the
stimulus. On the contrary, late waves are ERPs generated later on and reflect the manner
how the subject evaluates the presented stimulus and are usually termed ‘endogenous’ or
‘cognitive’ because they examine information processing. ERP waveforms are described in

manner of latency and amplitude. (Sur and Sinha, 2009)

4.1 ERPs as a tool for assessing attention

It is predicted that sensory ERP components are enhanced for those stimuli which
are presented in an attended channel in comparison with stimuli which are presented in an
ignored channel. Moreover, this effect is expected to be the same for both standard and
deviant stimuli since it is assumed that attention operates before completed perception, in
other words, before the brain determines whether the given stimulus is also the target. A few
studies examined whether the attention to stimuli could enhance the brainstem auditory
evoked responses which are evoked within 10 ms after stimulus onset. They provided a
convincing evidence that attention does not influence these early components even when
highly focused (Woldorff et al., 1991). Attention seems to have no impact on the very early
transmission of auditory information (originating in the cochlea and spreading through the
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brainstem to auditory processing nuclei). Nevertheless, highly focused attention influenced
ERPs in the 20-50 ms latency range, corresponding to the midlatency responses. The
auditory midlatency responses arise primarily from the auditory cortex, thorough possibly
with a contribution from upper brainstem and some nuclei of thalamus. Concluding this,
auditory attention does occur to influence auditory sensory activity even before the signal
reaches cortex. Measuring ERPs of latency lower than 50 ms is technically very demanding
because these early ERPs are very small and can only very highly focused attention can
influence them. (Luck and Vecera, 2002)

The most commonly observed effect of auditory attention is a later effect with the
latency of the N1 wave (cca 100 ms). It was discovered that the N1 amplitude was greater
when the stimulus was actively attended comparing to unattended. Since the N1 wave is a
sensory response, attention was concluded to operate during perception. Moreover, the effect
of N1 wave was the same no matter whether using standard or deviant stimuli, which
indicates that N1 reflects selective processing of the attended channel even before the brain
determined whether the stimulus is standard or deviant. (Luck, 2005)

Another later component, the P3 wave, was also observed for deviant stimuli in the
attended channel, but not for the standard ones, which indicates that this component (like all
the later components) reflects processes of classification of the stimulus as standard or
deviant. In addition, P3 wave is not elicited by deviant stimuli in the unattended channel,
what provides an evidence that the perceptual processing within the unattended channel was
suppressed. Although it was clear that attention has an impact in the N1 latency range, it had
to be questioned whether the effect was a result of modulation of the exogenous (stimulus-
evoked) attention or rather endogenous (internally triggered) attention. It was noticed that
the effect lasted significantly longer than the normal N1 wave, and from this observation it
was finally concluded that this effect of attention occurred on the basis of the endogenous
component, which was named the processing negativity. This processing negativity
component overlapped with actual N1 component which created the appearance of larger
N1 response to the attended stimuli. A newer study showed that attentional processing does
not necessarily elicit a new peak independently from N1 but can simply modify the
amplitude of the exogenous N1 wave, and named it Nd wave (for negative difference wave).
However, it was shown that the late part of attentional effect reflects different neural
processes than described by processing negativity. (Luck, 2005)

To assess the auditory attentional processes, the late-latency auditory ERPs are

usually used. They are typically obtained from Fz electrode. The electrode site does not
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reflect the origin of ERP deflections accurately because auditory stimulation activates more
pathways than just the one from ear to brain. The peaks of late-latency auditory ERP mostly
represent summed neuronal activity from several different generators. For instance, even the
main ERP used as marker of auditory attentional processes, N1, recorded frontally probably
reflects a combined activity of more than 5 neural generators (Bishop et al., 2007).

The late-latency auditory ERPs are a good choice as an index of the real-time brain
response to auditory stimuli while minimizing demands on listeners” performance (Bishop
et al., 2007). Fig. 2 depictures ERPs which are usually found when attention is involved it

performing an auditory task.
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Figure 2. Grand average auditory ERP with a description which neural structures are

involved in their production (Bishop et al., 2007)
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5 Experimental part

5.1 Characteristics of the object of research

The influence of attentional cueing on sound localization was examined and analyzed
in this experiment. The experimental design and analyzes were based on the ones used in
few previous studies (mentioned in the Introduction).

We collected two types of data, behavioral and electrophysiological. Therefore
behavioral and electrophysiological part are described and analyzed separately, after

describing the task in general.

5.2 The mode the data have been collected and their resources

14 subjects (10 male, aged 20 - 38 years) participated in the two-session experiment.
All participants were without any known hearing deficiencies. Some initial practice trials on
each of the different experimental conditions were given prior to data collection. All
provided written informed consent as approved by the P. J. Safarik University in Kogice.

5.3 Working procedures

Auditory and visual stimuli were generated using Matlab (Mathworks, Natick, MA).
The experiment was controlled using Matlab with the Psychtoolbox 3 extension (Brainard,
1997). Sound stimuli were presented using Etymotic Research (ElIk Grove Village, IL) ER-
1 insert headphones connected to a Datapixx system (VPixx Technologies, Saint-Bruno,
QC). During the experiment subjects were sitting in a sound-treated booth (Eckel

Laboratories).

5.3.1 Types of trials

According to the modality of cues used, two different trial types molded essential
conditions of this experimental design.
Visual cue
Visual cue trials included a 100 ms white dot presented at either O degrees or +/- 25 degrees

on the computer screen at the beginning of each trial (see Figure 3).
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Auditory cue
Auditory cue trials were similar to the visual primer trials, including an auditory 100 ms

click train at 170 Hz served as an auditory cue at the beginning of each trial (see Figure 3).

5.3.2 Design of the experiment (Subjects” task)

Subjects were directed to fix their gaze at +12.5° or -12.5° position (i.e. 12.5° to the
left or to the right), marked with a small white dot on the computer screen, during the whole
trial (balanced across trials). To begin the trial, a cue lasting for 100 ms was presented (see
descriptions of cues above). Subjects were instructed to pay attention to the cue and to
expect target stimulus from the same position as the presented cue. At 800 ms time point an
auditory target was presented either at O central position or +/-25 degrees lateral position
(ipsilateral with the fixation point) through inserted earphones. The auditory target (a click
train lasting for 200 ms) consisted of two, 100 ms clicks played successively. The first click
of the train was presented at 0 or +/-25 degrees, and the second click of the train at a location
slightly shifted (4.2° for central and 8.4° for lateral position) relative to the location of the
first one. After target presenting, a subject’s response was expected, conveyed by changing
the color of the fixation point to grey. The subject's task was to respond whether the target

moved to the left or to the right (using 1 or 2 keyboard buttons, respectively).
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Figure 3. Schematic design of the experiment, depicting the trial sequences and the two

experimental conditions.
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5.3.3 Experimental conditions

5 condition classes were assessed and resulting in 32 (2°) combinations of conditions.
The condition classes are described below.
Cue modality
In ‘visual’ trials, visual cues (see above) were used.
In ‘auditory’ trials, auditory cues (see above) were used.
Cue validity
In ‘valid (matched)’ trials, the target stimuli were presented at the same location as the cue
(both cue and target at 0° or 25° location).
In ‘invalid (mismatched)’ trials, the target stimuli were played at the opposite location from
the cue (if cue at 0° then target at 25°; if cue at 25° then target at 0°).
Fixation point
In trials with ‘left fixation’, fixation point at -12.5° was used.
In trials with ‘right fixation’, fixation point at +12.5° was used.
Target position
In trials labeled ‘central’, target was presented at the 0° location.
In trials labeled ‘lateral’, target was presented at the 25° location, ipsilateral to the fixation
point side.
Target shift
Trials labeled ‘towards’ or ‘away’ depending on the shift of the target sound relatively to the
fixation point (towards the fixation point or away from fixation point, respectively).
*Nocue condition
In order to record baseline performance, nocue condition trials were presented to participants
before starting actual experimental sessions. In these trials no cue was presented before the

target.

Trials were organized into block of trials (each block contained 40 trials) and they
were organized into sessions (each session contained 20 blocks of trials). Each of the subjects
absolved two sessions, which resulted in obtaining 1600 trials per subject. Particular
conditions were randomly distributed within these trials, but balanced across the whole

experiment, therefore number of trials for each particular condition was 50.
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Figure 4. Scheme of the experimental design considering the particular conditions

5.3.4 Data analysis

Data were analyzed for each condition alluded above. For most of the conditions, there
was a left-right symmetry in results. Therefore, data collected with fixation point on the left

were mirror-flipped and combined with the data collected with fixation point on the right.

5.4 Results of the thesis

5.4.1 Behavioral part

5.4.1.1 Hypothesis

We hypothesized following:
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1. Automatic attention would improve performance for valid trials and have only a little
effect or decrement in accuracy for invalid trials.

2. Effect of automatic attention would be modality dependent.

3. Specifically, based on Maddox study (Maddox et al., 2014), we assumed that there would
be better performance in valid visual cue trials compared to valid auditory cue trials.

5.4.1.2 Methods of evaluation employed and interpretation of results

For all participants, the percentage of correct responses and their means were
computed to see how accurately subjects responded. Data of all subjects were averaged
across various conditions.

All graphs were generated by using Matlab (Mathworks, Natick, MA). Graphs of
subjects” performance display the % correct.

To identify significant differences between experimental conditions, a repeated
measures ANOVA was performed on RAU-transformed % correct data.

5.4.1.3 Results

Figures 5 and 6 show performance (percentage of correct answers) of all individual
subjects (marked by color bars) for particular conditions (labeled by 4-5-letter names, the
legend is below), for auditory and visual conditions, respectively. Means across all subjects

for each particular condition are depicted by black bars.

Mean accuracies by auditory condition for individual subjects
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I Subject 3
-Subjecl 4
-Subjecl 5
[ Subject 6
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Figure 5. Performance of individual subjects in different conditions in auditory trials
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Mean accuracies by visual condition for individual subjects
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Figure 6. Performance of individual subjects in different conditions in visual trials

Legend of graph labels:

FP — fixation point

R — right position of FP

L — left position of FP

M — matching position of cue and target

N — nonmatching position of cue and target
25— 25° azimuth of cue

0 —0° azimuth of cue

T —target shift towards FP

A — target shift away from FP

For identifying significant effects in particular conditions and significant differences
in performance in particular interactions between conditions rANOVA analysis was done.
Table 1 shows the results.

Effect/interaction df F pValue
Cue 1,13 7.32 0.018*
Position 1,13 35.97 <0.001*
Fixation 1,13 3.93 0.069
Matching 1,13 47.13 <0.001*
Cue x Matching 1,13 12.62 0.004*
Cue x Position 1,13 6.62 0.023*
Fixation x Position 1,13 5.87 0.031*
Cue x Fixation x Matching 1,13 3.84 0.072
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Cue x Matching x Shift 1,13 23.318 <0.001*
Table 1. rANOVA table for testing within-subjects effects

The ANOVA showed a significant effect of the Cue type (F(1,13) = 7.3; p < 0.05),
indicating that in auditory cue trials, participants performed worse than in visual cue trials.

There was also a main effect of Position ((F1,13) = 35.9; p < 0.001) resulting in a
less pronounced decrease in performance in lateral than central position.

ANOVA also indicated a significant Cue by Position interaction (F(1,13) = 12.6; p
< 0.01) (Figure 7). In lateral position performance was better for visual cue compared to
auditory cue.

80
75
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65

60
lateral position central position

visual cue auditory cue

Figure 7. Cue modality by Position of cue interaction

As hypothesized we also found a main effect of Matching ((F1,13) = 47.13; p <
0.001) resulting in a significantly better performance for matched than mismatched trials.
There was also a significant Cue x Matching interaction. The difference between ‘Match’
and ‘Nonmatch’ condition for visual cue trials was not significant (F(1,13) = 1.5; p = 0.24),
but for auditory cue trials this difference was significant (F(1,13) = 28.9; p < 0.001), the
performance was better for ‘Match’ experimental conditions (Figure 8).
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65
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55
Match Mismatch

visual cue auditory cue

Figure 8. The difference between ‘Match’ and ‘Nonmatch’ condition for visual and

auditory cue trials
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Finally, we found no significant main effect of Fixation point location (F(1,13) =
3.93; p = 0.07). The performance was relatively the same for left fixation and right fixation.
On the other hand, there was a significant Fixation x Position interaction. With right fixation,
performance was better for laterally presented target stimuli (Figure 9). Cue by Fixation by
Matching interaction was not significant.

80
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65
60

55
left right

central lateral

Figure 9. Eyes fixation by Cue position interaction

5.4.1.4 Discussion

Performance was better when visual cue was used

We aimed to compare subjects” performance when visual cue versus auditory cue
was used. Based on our findings it can be concluded that subjects performed better when
visual cue was used. This is in line with some other studies showing that visual cues help
auditory perception by guiding attention to discriminate target either by enhancing sounds
near the threshold of audibility when the target is energetically masked or by enhancing
segregation when it is difficult to direct selective attention to the target (Varghese et al,
2012). It seems that visual cues can provide perceptual benefits helping listeners focus
selective attention on the target.

Auditory cue presented from incongruent location resulted in deteriorating performance

In our experiment all trials had either "Matched” or "Nonmatched” cues. We found
that only for auditory cue trials performance was better when cue was matching the target
position. This result is surprising, partly in contrast to the previous experiments which
showed intelligibility and discrimination benefits of knowing where to listen (Best et al,
2007; Maddox et al., 2014). Those gains may come from facilitated selective attention
(Mesgarani, Chang, 2012).
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This finding is in opposite with Maddox study (Maddox et al., 2014), who found no
benefit in performance for directional (informative) auditory primers compared to
uninformative and better performance in spatial discrimination with visual directional
(informative) primers than with visual uninformative primers, for ILD primers at both, the
central and side positions, and for ITD primers only when stimulus was located on the side.

An important difference between this study and the previous studies is that our study
examined only automatic spatial auditory attention since the cue was only informative at
50% of trials, thus making it unlikely that the subjects would use the cue informativeness to
direct their strategic attention. However, it is possible that some strategical attention was
engaged. Additional experiments need to be performed to distinguish between these two

options.

Better performance in lateral than central position

We also found significant main effect of position with better performance in lateral
than central position. This finding is in contrast with Maddox who found central performance
better than side performance.

In our case lateral position was much easier to discriminate due to more spatial
(azimuthal) difference between the two target clicks (8.4°), compared to 4.2° azimuthal
difference for central click trains as is obvious from initial practice no cue trials on each
experimental conditions which were given prior to data collection (Figure 9).

We also observed an asymmetry between central and lateral performance for the left
vs. right fixation point (Figure 9). This asymmetry is likely due to the use of non-
individualized HRTFs which might have been better matched to the individual subjects'
HRTFs on the righthand side compared to the lefthand side. However, as shown in Figure
10, which shows the nocue baseline performance measured prior to the experiment, this

performance was well matched across the locations in the experiment.
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Fig.10 No cue practice trials on 6 experimental conditions. Each group of bars corresponds
to performance of individual subjects (color bars) and across-subject mean (open bar) for

one combination of target position (L25, R25 or 0) and direction of shift.

In lateral position performance was better for visual cue compared to auditory cue
Maddox study confirmed that gazing leftwards would shift the receptive field to the
left, resulting in better discrimination of the left-lateralized sounds (Maddox et al., 2014). It
is not clear how to relate this result to the current results, given that our subjects were
specifically instructed not to move their eyes (and we monitored eye position using electro-
oculography). It is possible that the presentation of visual cue or auditory cue induced an
automatic orienting response or response planning, which then affected performance, in

particular for the non-matching cues in the auditory condition.

5.4.1.5 Future studies

With regards to these studied experimental conditions and data, we are working on

d-prime (subjects” sensitivity) analysis and criterion (response bias) analysis.
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5.4.2 Electrophysiological part

5421 Aim

The aim of this part was to identify electrophysiological correlates of auditory target
stimuli used in the experiment. As these correlates and as brain markers of “low-level”
auditory attention (i.e., acoustic representations in sensory memory), event-related potentials
(ERPs) were set. Among the auditory response elements (P1, N1, P2, N2) and the auditory
attentional elements (N1, P2, P3a), the main focus was allocated to the N1, and the P2
elements.

The current goal should serve as a base for further analyses of the recorded EEG
signal and extracted ERPs. Since the analyses are still in process we do not dedicate to this

issue in bigger extent in this thesis.

5.4.2.2 Methods of evaluation employed and interpretation of results

EEG data acquisition took place at the Perception and Cognition Laboratory at P. J.
Safarik University in Kogice. Normal-hearing subjects (as determined by audiometric
screening) sat in a sound-treated booth (Eckel laboratories). A Biosemi ActiveTwo system
was used to record EEG data from 32 scalp electrode positions in the standard
10/20configuration. Two extra electrodes were placed on the earlobes for reference, as well
as two electrodes above and below the left eye (recording vertical EOG), and two additional
ones at the outside corners of each eye (recording horizontal EOG). TDT hardware sent
timing signals for all events, which were recorded in an additional channel. Recordings were
re-referenced to the average of the two reference electrodes.

The preprocessing consisted of first downsampling both the EOG and EEG data from
4096 to 256. For EOG data, no filter was applied due to the fact that this action would
eliminate sudden voltage changes generated from eye saccades, making it difficult to
differentiate between the natural fluctuation of EOG voltage and actual eye saccades. For
the EEG data, a bandpass filter from 1-40 Hz was subsequently applied to remove noise
from the data. The processing for the EEG data involved epoching the trials between -0.5 to
1 second relative to the onset of the auditory primer in the auditory condition and -0.5 to 5
seconds relative to the onset of the first click of the target stimulus (occurring at 800 ms, see
fig. 3 for the trigger scheme). The signals were referenced against the two external electrodes

placed on the subject's earlobes. Horizontal EOG data was epoched between -0.2 second to
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0.3 second relative to the onset of the first target click. This epoch interval allowed for an
evaluation of the eye gaze direction during the time that the auditory stimulus was playing.
It was subsequently matched to their EOG calibration data to determine if they were or were
not fixating their gaze appropriately on the fixation point during the time of the sound
presentation. Interpretation of saccade information: A linear regression was performed on
the EOG calibration data for each subject. EEG and horizontal EOG trials contaminated with
eye blink artifacts were rejected using vertical EOG data (using thresholding as the artifact
rejection procedure). Trials where the subject did not fixate their gaze correctly (as
determined from the horizontal EOG data during real time analysis) were also rejected.
The indices of trials in which the subject answered correctly were cross-referenced
and ERPs were extracted and plotted. In order to visualize the response to the second click
only, the grand average ERPs for each condition during the single click train response
(obtained from the auditory session trials) were subtracted from the grand average condition
ERPs of both the visual and auditory sessions. The ERP waveforms were analyzed from Cz

electrode.

5.4.2.3 Results

The figures 11 and 12 display the grand average ERPs (GERPSs) for 8 basic model
conditions (4 for visual and 4 for auditory conditions) in trials when participants responded
correctly. For each listener, the ERP was obtained by averaging responses to target stimuli
(click trains) , 200 ms in duration.

Green vertical line represents the start of the trial, black vertical line represents onset
of the first click of the target stimulus, and blue dashed line represents expected time of
N100, e.g. 100 ms after the stimulus onset. Individual GERPs are in red, green and blue.

Since the analysis is still waging the figures show ERPs of only 3 participants, whose

analysis has already been completed.
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Figure 12. Visual grand ERP per condition (n=3)
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As seen in the figures for both, auditory and visual trials, there is an evident negative
deflection at 100 ms after the stimulus onset in every condition, which can be identified as
N100 ERP element. However, in auditory trials this deflection seems to be of a larger
amplitude. For evaluating this estimation, further analysis needs to be done.

Following N100, an obvious positive deflection can be found in every of the depicted
waveforms, with typical shape and delay of the P2 ERP element.

5.4.2.4 Discussion

The main event-related potential elements (ERPs) of auditory spatial attention were
investigated and identified in each of the experimental condition trials.

5.4.2.5 Future studies

To evaluate the differences between particular conditions further analyses are being
done. Another goal would be to study how the crossmodal interaction would influence these
early auditory ERP reflections of selective attention. Such effects could further substantiate
the claim that selective attention operates at the level of early perceptual processing and

could provide evidence regarding the role of different auditory routes in selective attention.
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6 Conclusion

The aim of this thesis was to study brain mechanisms of sound localization and the
effect of cued attention on it.

The theoretical base is dedicated to topics like sound perception in general, then
sound localization and finally attention with the emphasis on auditory attention and
attentional cueing in spatial localization tasks. The second theoretical part describes ERP as
a very important tool of assessing and analyzing mechanisms of attention.

In our first experiment we studied how cueing of automatic attention influences
performance in the auditory task. We compared effect of visual vs. auditory cue, effect of
valid vs. invalid cue, influence of left-right situating, and influence of centrality vs. laterality
of target position. We accounted also impact of direction of target shift but this condition
requires more analyzing.

We confirmed our hypothesis that automatic attention would improve performance
when valid cue was used. We also confirmed conclusion of Maddox paper, concretely an
improvement in performance when visual cue was used comparing to auditory. When
auditory cue was presented from incongruent position, this lead to deteriorating in
performance. Another significant enhancement was observed when the cue was presented
from lateral position vs. central, especially visual over auditory.

In the second experiment, in our experimental EEG data, we identified ERP
components characteristically found in tasks which employ attention. This serves as a base
for further analyses of specific components which are being processed.

Further analyses also include subjects’ sensitivity measurements and analysis of
response bias.

These experiments were performed in virtual environment and this carries certain
risks. HRTF, by which the locations of sounds were simulated, could possibly cause
unnatural perception of the location because it depends on individual characteristics of
human head. Even though a training procedure with standardized HRTF preceded the
experimental one, using a real environment would be more efficient. Other enhancement of
the experiment are the subject of current discussions and modifications of experimental

conditions.
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7 Resumé

Teoreticky zaklad diplomovej prace

Objekty a javy v realnom svete su tvorené multimodalnymi zmyslovymi atribatmi.
Nas nervovy systém spractiva informacie z roznych zmyslovych organov nezavisle a tieto
informacie st vuréitom bode kombinované do vnemovej skusenosti. Vnimanie je
viaczmyslovy proces, kde si senzorické informdacie integrované aj S aj naprie¢ rozlicnymi
zmyslovymi modalitami. Niektoré $tudie ukazali, Ze sluchové a zrakové stimuly moézu byt
integrované bimodalnymi bunkami, ktoré vykazuji priestorové prekryvanie sa sluchovych
a zrakovych vnemovych poli. Tieto neurdny boli ndjdené v skorych senzorickych koérovych
oblastiach ako napr. Colliculus superior (napr. Lakatos a kol., 2007, 2008; Kayser a kol.,
2009), tiez sa vsak multisenzorické efekty dokazali aj v primarnych senzorickych oblastiach
(Lemus a kol., 2010).

Multimodalna aktivacia bola tiez ndjdend v l'udskej parietalnej kore (Bremmer et al.
2001; Bushara et al. 1999, 2003; Cusack et al. 2000; Warren et al. 2002) a Sulcus
intraparietalis, ktory sa v tejto oblasti bezne oznacuje ako LIP (lateral intraparietal sulcus) a
MIP (medial intraparietal sulcus). U nervovych buniek tejto oblasti bola zistené ze su citlivé
na priestorové umiestnenie aj zrakovych aj sluchovych stimulov (O’Dhaniel et al., 2005;
Ben Hamed et al. 2001, 2002; Cohen et al. 2004; Gifford and Cohen 2004; Cohen and
Andersen 2000).

Informacie z jedného zmyslu maju potencial ovplyvnit, ako vnimame informacie
z iného zmyslu. Napriklad nerelevantny zrakovy stimul méze ovplyvnit’ schopnost’ detekcie
sluchového stimulu (Lovelace a kol., 2003) ako tiez vnimanej hlu¢nosti (Odgaard a kol.,
2004).

Pozornost’” ul'ahCuje vyber objektov, javov, alebo priestorovych oblasti
v komplexnom prostredi. Vel'mi malo $tadii sa zaoberalo efektom pozornosti na sluchovu
lokalizaciu. ESte menej Studii skamalo, ¢i je jej efekt zavisly od vnemovej modality. Len
zopar predoslych vyskumov zistovalo, ¢i zameranie automatickej (exogénnej, mimovolne;j,
stimulom-pohananej) alebo strategickej (endogénnej, vol'ovej, cielom-riadenej) pozornosti
pomocou sluchovej napovedy moze zlepsit’ lokalizaciu zvuku (Spence & Driver, 1994; Sach
a kol., 2000; Kopco a kol., 2001). Vysledky ukazali, ze napovedanie lokality spdsobilo
zlepSenie reakénych casov (Spence & Driver, 1994), ale malé (Sach a kol., 2000) resp.

ziadne zvySenie lokalizacnej presnosti (Kopco a kol.,, 2001). Mozné dovody boli, ze
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testované SOA boli privel'mi kratke na zameranie pozornosti a sluchova napoveda nie je

efektivna, pretoze sluch nie je primarne priestorovou modalitou.

Ciele prace a hypotézy

Nedavna behaviordlna Stidia preukazala zvysenie diskriminacnej schopnosti
sluchovo napovedanej lokality, ak pohl'ad pocuvajuceho bol nasmerovany smerom Kku
zvukovému stimulu (Maddox et al., 2014). Tento efekt bol vSak preukazany len pri pouZiti
binauralnych voditok priestorovej lokalizacie (ITD = ,interaural time difference* a ILD =
»interaural level difference®). Ciel'om tejto diplomovej prace bolo nadviazat’ na tato Stadiu
a rozsirit’ poznatky tejto tematiky vyuzivajuc monauralne voditko priestorovej lokalizacie,
HRTF (head related transfer function) a otestovanim, ¢i priestorovo sluchova pozornost’ tiez
vplyva na toto krosmodalne zlepSenie vykonu v danej ulohe.

Stanovili sme hypotézu, ze automaticka pozornost’ zlepsi vysledky v pokusoch
s pravdivou napovedou, ale v pokusoch s nepravdivou prinesie maly efekt alebo pokles
v presnosti lokalizacie. Taktiez sme predpokladali, ze tento efekt automatickej pozornosti
bude zavisly od pouzitej modality ndpovedy (sluchova alebo zrakova). Dalsi predpoklad,
ktory je osobitne zalozeny na Maddoxovom ¢lanku je, Ze v pokusoch s pravdivou zrakovou
napovedou sa dosiahnu lepsie vysledky ako s pouzitim sluchovej ndpovedy. Ciel'om tejto
prace bolo tiez ziskat behaviordlne tdaje pre elektrofyziologicki analyzu zmien

Vv sluchovych ERP (,,event-related potentials®) v korovych ¢astiach mozgu.

Metodologia experimentalnej ¢asti

14 subjektov sa zacastnilo experimentu, pozostavajuceho z dvoch stretnuti. Vsetci
ucastnici boli bez znamej poruchy sluchu. Pred samotnym zberom dat subjekty podstipili
tréning v roznych experimentalnych podmienkach.
Pokusy so zrakovou a sluchovou napovedou

Vizualny pokusny set obsahoval 100 ms zrakovu napovedu, ktorou bola biela bodka
objavujica sa po dobu prvych 100 ms na pozicii bud’ 0° alebo +/- 25° (horizontalneho
azimutu) na pocitacovej obrazovke (pozri Figure 3). Subjekty boli inStruované k tomu, aby
fixovali svoj pohl'ad na pozicii +12.5° alebo -12.5° na obrazovke pocas celého pokusu
a k tomu, aby davali pozor na napovedu a oc¢akavali ciel'ovy stimul na rovnakej pozicii ako
objavujuca sa napoveda. V case 800 ms kazdého jednotlivého pokusu sa objavil sluchovy
ciel bud’ na pozicii 0° alebo +/- 25° (ipsilateralne s fixacnym bodom) prehraty cez vlozené

slichadla. Sluchovy ciel’ pozostaval z dvoch 100 ms zvukov (,,klikov*) nasledujucich za
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sebou. Prvy klik bolo prehraty z pozicie 0° alebo +/- 25° horizontalneho azimutu a druhy
klik z mierne posunutej pozicie oproti prvému. Takto cielovy stimul vyvolaval dojem
posuvajtceho sa zvuku. Ulohou subjektu bolo po zmiznuti zvukového stimulu odpovedat’,
¢i sa ciel’ pohyboval dolava alebo doprava (s pouzitim numerickych klavesov 1 a2 na
pocitaci).

Sluchovy pokusny set bol podobny vizualnym pokusom, pozostavajuc zo sluchového
ciela, ktory bol prehrany v ¢ase 800 ms s trvanim 200 ms, avSak ako sluchova napoveda
slazil iny, 170 Hz klik trvajuci tiez 100 ms a prehraty na zac¢iatku kazdého z tychto pokusov.
Subjekty mali v zmysle inStrukcii davat’ pozor na napovedu a oCakavat’ cielovy stimul
Vv rovnakej pozicii ako napovedu a odpovedat’ rovnakym spdsobom. Schematické zobrazenie
experimentalneho dizajnu je ukazané vo Figure 3.

V ,,zhodujucich sa“ pokusoch boli cielové stimuly prezentované V tej istej polohe
ako napoveda. V ,,nezhodujtcich sa“ pokusoch bol ciel’ prehrany z inej polohy ako napoveda

(pre napovedu z 0° zodpovedal cielovy stimul z 25° a naopak).

Behavioralna cast’

Data boli analyzované pre sluchové a vizudlne napovedy ako ,,Zhodné“ versus
»Nezhodné“ podmienky a pre stredova (0°) alateradlnu (25°) poziciu ciela. ““DalSimi
zohl'adnenymi experimentalnymi podmienkami bola fix4cia pohl'adu (vlavo alebo vpravo)
a tieZ posun ciel'ového zvuku (ku alebo od fixacného bodu). Pre kazdy subjekt bola presnost’
lokalizacie vyratana ako percento spravnych odpovedi (vykreslenie podielu spravnych
odpovedi mozno vidiet’ vo Figure 5 a 6). Tieto data podliehali d’alSiemu spracovaniu.

Vysledky a diskusia

1. Uspesnost lokalizdcie je lepSia s pouzitim vizudlnej napovedy

V praci sme sa usilovali porovnat’ ispesnost’ subjektov lokalizovat’ cielovy zvuk pri
pouziti zrakovej alebo sluchovej néapovedy. Vychadzajic =z naSich zisteni mozno
konstatovat’, ze subjekty dosiahli vysSiu uspesnost’ pri pouziti zrakovej napovedy. Tento fakt
je vsulade sinymi Stidiami ukazujucimi, ze vizualne napovedy pomahaju sluchovému
vnimaniu vedic pozornost’ k diskrimindcii ciel’a bud’ vylepSenym vnimanim zvukov blizko
prahu pocutia, ked’ je ciel’ energeticky maskovany alebo zvySenim segregacie, ked’ je tazké
nasmerovat’ selektivnu pozornost’ k ciel'u (Varghese a kol., 2012). Zda sa, ze vizudlna

napoveda moze poskytnut’ poslucha€ovi vyhodu v zamerani selektivnej pozornosti na ciel’.
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2. Sluchova napoveda prezentovana z nezhodnej polohy sposobila zhorsenie presnosti
lokalizacie

V naSom experimente boli napovedy prezentované bud’ zo zhodnej alebo nezhodnej
lokality oproti lokalite ciel’a. Zistili sme, Ze iba pre pokusy so sluchovou napovedou bola
uspesnost’ vyssia, ked’ ndpoveda bola prezentovana zo ,,zhodnej* lokality. Tento vysledok
je prekvapujuci, ¢iastocne v kontraste s predoslymi experimentmi, ktoré ukazali vylepSenie
zrozumitel'nosti zvuku a jeho diskriminacie, ak subjekty vedeli, kde poc¢avat’ (Best a kol.,
2007; Maddox a kol., 2014). Tieto vysledky mohla spdsobit’ upriamena selektivna pozornost’
(Mesgarani, Chang, 2012).

Toto zistenie je vSak opa¢né ako v Maddoxovom ¢lanku, ktory nezistil Ziadne
zlepSenie vykonu pre informativnu (,,zhodni*) sluchovli napovedu v porovnani
s neinformativnou atiez naSiel lepSi lokalizatny vykon Vv pokusoch s vizualnou
informativnou napovedou ako s neinformativnou, pre ILD napovedy aj Vv stredovych aj
Vv okrajovych poziciach a pre ITD napovedy len ak stimul bol umiestneny lateralne.

Dolezity rozdiel medzi touto Stidiou a predoSlymi Stidiami je, Ze len automaticka
priestorova sluchova pozornost’ bola skimana, pretoze napoveda bola informativna (jej
pozicia sa zhodovala spoziciou ciela) v50% pokusov, teda spdsobujuc ako
nepravdepodobné, ze by ju subjekty vyuzili na nasmerovanie svojej strategickej pozornosti.
Napriek tomu je mozné, Ze urcita strategickd pozornost’ bola zapojend. K rozliSeniu medzi

tymito dvoma moznostami su potrebné dodato¢né experimenty.

3. Lepsia uspesnost lokalizacie v lateralnych ako stredovych pozicidach

Zaroven sme zistili dolezity efekt pozicie s lepSou UspeSnostou v lateralnej ako
centralnej pozicii. Toto zistenie je v protiklade s Maddoxom, ktory nasiel lep$iu tispesnost’
centralne. V naSom pripade bolo ovela jednoduchSie diskriminovat’ laterdlnu poziciu
v dosledku vidcsieho priestorového (azimutalneho) rozdielu medzi jednotlivymi klikmi
cielového zvuku, €o bolo 8.4° lateralne v porovnani s 4.2° centralne.

Objavili sme tiez asymetriu medzi tspesnostou lokalizacie v centralnej a lateralne;j
pozicii pre l'avy a pravy fixaény bod. Tato asymetria je pravdepodobne sposobend pouzitim
neindividualizovanych HRTF, ktory mohli byt viac podobné individudlnym HRTF naSich

subjektov na pravej strane v porovnani s 'avou.

4. V laterdlnej pozicii bola uspesnost' lepsia pre zrakovu ndpovedu v porovnani so

sluchovou
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Maddoxova §tadia potvrdila, Ze pozeranie vlavo posunie vnemové pole dolava
sposobujic vyslednt lepsiu diskriminaciu l'avo lateralizovanych zvukov (Maddox et al.,
2014). Nie je nam jasné, ako prepojit’ tento vysledok so sucasnymi vysledkami, ked’ze nase
subjekty boli instruované, aby nepohybovali o¢ami (monitorovali sme poziciu o¢i elektro-
okulografiou). Je mozné, ze prezentdcia zrakovej napovedy alebo sluchovej napovedy
vzbudila automaticky sa orientujicu odpoved’ alebo proces planovania odpovede, ktoré
potom ovplyvnili schopnost’ lokalizacie, konkrétne platné pre ,,nezhodné“ sluchové
napovedy.

Buducnost’ $tudie

V budtcnosti s ohladom na tieto Studované experimentalne podmienky a data

planujeme uskuto¢nit’ d-prime a bias analyzy.

Elektrofyziologicka cast’

Cielom elektrofyziologickej Casti bolo identifikovat’ elektrofyziologické korelaty
cielovych sluchovych stimulov prezentovanych v experimente. Ako tieto korelaty a zaroveil
ako mozgové markery nizko-troviovej sluchovej pozornosti (t.j. akustické reprezentacie v
senzorickej pamadti) boli vybrané a Studované ERP (event related potentials). Medzi tymito
elementmi sluchovej odpovede (P1, N1, P2, N2) a elementmi sluchovej pozornosti (N1, P2,
P3a), sme sa hlavne sustredili na elementy N1 a P2. Sticasny ciel’ ma tiez posluzit’ ako zaklad
pre d’alSie analyzy zaznamenaného EEG signalu a vybranych ERP. Ked'Ze st tieto analyzy
stale v procese realizacie, nevenujeme im v tejto praci velky rozsah.

Ziskanie dat EEG sa uskuto¢nilo v Laboratériu vnimania a kognicie na Univerzite P.
J. Safarika v Kogiciach. Normalne pocujiice subjekty (dokazané audiometrickym
screeningom) sedeli pocas nahravania EEG déat v zvukotesnej kabine. Na zaznamenanie
EEG signalu bol pouzity systém Biosemi ActiveTwo, pri€om bolo pouZitych 32 elektrod
v $tandardnom 10/20 nastaveni. Dalsich 6 extra elektrod bolo umiestnenych na d’alsie Gasti
hlavy, snimajuc vertikdlne a horizontalne pohyby o¢i (EOG).

Vysledky a diskusia

Jednotlivé ERP sluchovej priestorovej pozornosti boli skimané v pokusoch
S totoznym experimentalnym dizajnom behaviordlneho experimentu. Identifikovali sme
elementy N1 a P2 v kazdej z experimentalnych podmienok.

Buducnost’ Studie

Na zhodnotenie rozdielov medzi konkrétnymi podmienkami s v su¢asnosti robené

dalsie analyzy. Dal§im cielom bude $tudovat’, ako krosmodalna interakcia ovplyvni tieto
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skor¢ sluchové ERP, ktoré su zaroven odrazom selektivnej pozornosti. Takéto efekty by
mohli neskdr byt zdkladom tvrdenia, ¢i selektivna pozornost’ operuje na urovni skorého
vnemového spracovania a mohli by tiez poskytnut” dokaz ulohy r6znych sluchovych drah

V jave selektivnej pozornosti.
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